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The topic we have already covered:

1. Basic idea of Linear Programming Problem (LPP)
2. Formulation of LPP- (a) Maximisation and (b) Minimisation Type Problems
3. Solution of LPP:
 Graphical Method:

(a) Solution of Maximisation Type LPP through Graphical Method
(b) Solution of Minimisation Type LPP through Graphical Method

 Simplex Method
In class lectures I have discussed that it is not possible to obtain graphical solution to the LPP of
more than two variables. On graph paper, only two variables can be accommodated. The analytic
solution is also not possible because the tools of analysis are not well studied to handle inequalities.
The most commonly used method for finding out the optimal solution to LPP is the simplex method
which was developed by G. Dantzig in 1947.

The simplex method is a computational procedure i.e. an algorithm for solving linear
programming problems. It is an iterative technique of optimisation. The simplex method consists
of:

(i) Finding a trial basic feasible solution (extreme point) to the constraint equations.
(ii) Testing whether the initial basic feasible solution (IBFS) is optimal or not.
(iii) Improving, if required, the first trial solution by set of rules and repeating the process until we

reach an optimal solution.

 The Simplex Method for Maximisation Problems:

Question No. 1:

Solve the following using Simplex Method:

Maximise Z = 8x1 + 16x2

Subject to,

x1 + x2 ≤ 200

x2 ≤ 125

3x1 + 6x2 ≤ 900

x1 and x2, ≥ 0

Solution:

Introducing necessary slack variables, the given LPP becomes:

Maximise Z = 8x1 + 16x2 + 0S1 + 0S2 + 0S3

Subject to,

x1 + x2 + S1 = 200

Module I: Linear Programming Problem
(LPP)
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x2 + S2 = 125

3x1 + 6x2 + S3 = 900

x1, x2, S1, S2 and S3 ≥ 0

SIMPLEX TABLEAU- I (i.e. INITIAL SIMPLEX TABLEAU)

Cj (Contribution per unit) 8 16 0 0 0
Minimum
Ratio or

Replacement
Ratio

Basic
Variable

Coefficient
(CB)

Basic
Variables

(B)

Basic
Variable

Value
b (=XB)

x1 x2 S1 S2 S3

0 S1 200 1 1 1 0 0 200/ 1 = 200

0 S2 125 0 1 * 0 1 0 125/ 1 = 125

0 S3 900 3 6 0 0 1 900/ 6 = 150

Zj 0 0 0 0 0

Net Evaluation Row or Net
Contribution Per Unit

i.e. ∆ j = (Cj – Zj)
8 16 0 0 0

↑
Since all the values of Cj – Zj row are not either zero or negative, the above solution is not optimal.
In order to obtain optimal solution we need to improve the above till all the values of Cj – Zj row
are either zero or negative (This is the rule for having optimal solution in case of a maximisation
type of LPP). Since it is a maximisation type LPP, the Cj – Zj row element having the maximum
value shall be considered to find out key column. Here 16 in NER is the maximum value. Now
each element of basic variable value is divided by corresponding element in key column in order to
find out minimum ratio. The minimum ratio is the minimum value among the all elements. Here it
is determined as 125. The row corresponding to 125 i.e. minimum ratio is termed as key row or
pivot row. The element falling in the intersection of key row and key column is called the key/
pivot element. Here it is “1”. In the next tables, we will find out the optimal solution.

(a) New Key Row Element

=

(In Simplex Tableau I, the key element is 1 i.e. intersection value of Key Row and Key
Column). The Sky Blue colour column is Key Column and Saffron Colour row is Key Row.

(b) Other than Key Row Element =

Old Row Element (–) Corresponding Key Row Element ×

= Old Row Element (–) Corresponding Key Row Element × Fixed Ratio
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SIMPLEX TABLEAU- II

Cj (Contribution per unit) 8 16 0 0 0
Minimum
Ratio or

Replacement
Ratio

Basic
Variable

Coefficient
(CB)

Basic
Variables

(B)

Basic
Variable

Value
b (=XB)

x1 x2 S1 S2 S3

0 S1 75 1 0 1 - 1 0 75/ 1 = 75

16 x2 125 0 1 0 1 0 125/ 0 = -

0 S3 150 3* 0 0 - 6 1 150/ 3 = 50

Zj 0 16 0 16 0

∆j = (Cj – Zj) 8 0 0 - 16 0

↑
Since all the values of Cj – Zj row are neither zero nor negative, the above solution is also not an
optimal solution. We need another iteration to find out optimal solution, which is shown in next
table.

SIMPLEX TABLEAU- III

Cj (Contribution per unit) 8 16 0 0 0
Minimum
Ratio or

Replacement
Ratio

Basic
Variable

Coefficient
(CB)

Basic
Variables

(B)

Basic
Variable

Value
b (=XB)

x1 x2 S1 S2 S3

0 S1 25 0 0 1 1 - 1/3

16 x2 125 0 1 0 1 0

8 x1 50 1 0 0 - 2 1/3

Zj 8 16 0 0 8/3

∆j = (Cj – Zj) 0 0 0 0 - 8/3

Since all the values of Cj – Zj row are either zero or negative, so the above solution is optimal.

Therefore, the optimal solution is x1 = 50, x2 = 125 and Max. Z = 8 × 50 + 16 × 125 = 2400.

 Artificial Variable Techniques:
In last LPP, we observed constraints with less than or equal to (i.e. ≤ ) type. This property together
with the fact that the right hand side (R.H.S) of all the constraints is non-negative, provide us with a
ready starting initial basic feasible solution (IBFS) that comprises of all slack variables.

But in many LPP, only slack variables cannot provide such a solution, where the left hand side
(L.H.S) of all constraints is of either “≥” or “=” type. In such a case, we introduce non-negative
artificial variables to the left hand side. The purpose of introducing artificial variables is just to
obtain an initial basic feasible solution (IBFS). However, since such artificial variables have no
physical meaning in the original model (hence the variables are called artificial variables),
provisions must be made to make zero level at the optimum iteration.  In other words, we use them
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to start the solution and abandon them once their work has been over. There are two methods for
removing artificial variables from the solution:

(a) Big ‘M’ Method or Method of Penalty due to A. Charnes
(b) The Two Phases Simplex Method due to Dantzig, Orden and Wolfe.

Here, we will restrict our discussion to only Big M Method.

Big M Method:

It has already been discussed since artificial variables do not represent any quantity relating to the
decision problem, they must be driven out of the system and must not show in the final or optimal
solution. This can be done by assigning an extremely high cost to them. Generally a value ‘M’ is
assigned to each artificial variable, where M represents a number higher than any finite number.
That is why the method of solving problems where artificial variables are involved are termed as
the Big-M Method.

Thus, when the LPP is of minimisation type, we assign in the objective function a coefficient of
+ M to each of the artificial variables. On the other hands LPP with objective function of
maximisation type, each artificial variable introduced has a coefficient – M.

 The Simplex Method for Minimisation Problems:
Question No. 2:

Solve the following using Simplex Method:

Minimise Z = 2x1 + 8x2

Subject to,

5x1 + 10x2 = 150

x1 ≤ 20

x2 ≥ 14 and x1 ≥ 0

Solution:

According to the above constraints, the variable x2 will have minimum value = 14. Therefore, let us

assume that x2 = 14 + x2'. Hence the given LPP can be re-written as:

Minimise Z = 2x1 + 8(14 + x2') = 2x1 + 8x2'+ 112

Subject to,

5x1 + 10(14 + x2') = 150

or, 5x1 + 10x2'= 10

x1 ≤ 20

x1 and x2' ≥ 0

Introducing necessary slack variable S1 and artificial variable A1, the given LPP becomes:

Minimise Z = 2x1 + 8x2'+ 0S1 + MA1 + 112

Subject to,

5x1 + 10x2'+ A1 = 10

x1 + S1 = 20
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x1, x2', S1 and A1 ≥ 0

SIMPLEX TABLEAU- I (i.e. INITIAL SIMPLEX TABLEAU)

Cj (Contribution per unit) 2 8 0 M
Minimum
Ratio or

Replacement
Ratio

Basic
Variable

Coefficient
(CB)

Basic
Variables

(B)

Basic
Variable

Value
b (=XB)

x1 x2' S1 A1

M A1 10 5 10* 0 1 10/10 = 1

0 S1 20 1 0 1 0 20/0 = -

Zj 5M 10M 0 M

Net Evaluation Row (NER) or ∆j =
(Cj – Zj)

2– 5M 8 – 10M 0 0

↑
The rule for optimisation in case of minimisation problem is that all values of NER i.e Cj – Zj are
either zero or positive. But in the above solution, two values in NER are negative (i.e. 2– 5M and 8
– 10M). Therefore, the above solution is not an optimal solution. We need to further improve the
initial basic feasible solution (IBFS) in the next iterations.

Out of these two negative values, the minimum value is 8 - 10M. The column containing 8 – 10M
value is referred to as Key Column and marked by upper arrow.

SIMPLEX TABLEAU- II

Cj (Contribution per unit) 2 8 0 M Minimum
Ratio or

Replacement
Ratio

Basic
Variable

Coefficient
(CB)

Basic
Variables

(B)

Basic
Variable

Value
b (=XB)

x1 x2' S1 A1

8 x2' 1 ½ * 1 0 1÷ 1/2 = 2

0 S1 20 1 0 1 20/1 = 20

Zj 4 8 0

∆j = (Cj – Zj) - 2 0 0

↑
The above solution is also not optimal since one Cj – Zj row contains negative value. Therefore, the
solution needs further improvement with the help of following table:

SIMPLEX TABLEAU- III

2 x1 2 1 2 0

0 S1 18 0 - 2 1

Zj 2 4 0

∆j = (Cj – Zj) 0 4 0

The all the values of Cj – Zj row are either zero or positive, so the above solution is optimal.

Therefore, the optimal solution is x1 = 2, x2' = 0 and Min. Z = 2 × 2 + 8 × 0 + 112 = 116.
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Net Evaluation Row (NER) or ∆j =
(Cj – Zj)

2– 5M 8 – 10M 0 0

↑
The rule for optimisation in case of minimisation problem is that all values of NER i.e Cj – Zj are
either zero or positive. But in the above solution, two values in NER are negative (i.e. 2– 5M and 8
– 10M). Therefore, the above solution is not an optimal solution. We need to further improve the
initial basic feasible solution (IBFS) in the next iterations.

Out of these two negative values, the minimum value is 8 - 10M. The column containing 8 – 10M
value is referred to as Key Column and marked by upper arrow.

SIMPLEX TABLEAU- II

Cj (Contribution per unit) 2 8 0 M Minimum
Ratio or

Replacement
Ratio

Basic
Variable

Coefficient
(CB)

Basic
Variables

(B)

Basic
Variable

Value
b (=XB)

x1 x2' S1 A1

8 x2' 1 ½ * 1 0 1÷ 1/2 = 2

0 S1 20 1 0 1 20/1 = 20

Zj 4 8 0

∆j = (Cj – Zj) - 2 0 0

↑
The above solution is also not optimal since one Cj – Zj row contains negative value. Therefore, the
solution needs further improvement with the help of following table:

SIMPLEX TABLEAU- III

2 x1 2 1 2 0

0 S1 18 0 - 2 1

Zj 2 4 0

∆j = (Cj – Zj) 0 4 0

The all the values of Cj – Zj row are either zero or positive, so the above solution is optimal.

Therefore, the optimal solution is x1 = 2, x2' = 0 and Min. Z = 2 × 2 + 8 × 0 + 112 = 116.
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CC203 OR: Operations Research

Module – II

Unit 5: The Replacement Problem

(Dr. Natasa Dasgupta)

The replacement problems deal with the situation that arise when some components ( or men

or machinery) requires replacement because of reduced efficiency, or breakdown or

complete failure. Such decreased efficiency or complete failure may be either gradual or all

of a sudden.

The need for decision of replacement is raised in any organization both in case of men and

machinery.

Objectives of Replacement

The primary objective of replacement is to direct the organization towards profit

maximization or cost minimization. Deciding the replacement policy that determines the

optimal replacement age of equipment, instead of using with higher maintenance costs for

long time, is the main objective of replacement problem.

Types of Replacement Situations

The replacement situations may be classified into four categories:

a) Replacement of items that become worse with time e.g. automobile tyres, milk

plant machinery, tools, vehicles, equipment etc.

b) Replacement of items which do not deteriorate with time but break down

completely after certain usage e.g. electric tubes, machinery parts etc.

c) Replacement of items that becomes obsolete due to new developments e.g.

mobile phones, software e.t.c.

d) The existing working staff in an organization gradually reduces due to death,

retirement and other reasons.

The problem is to decide the best policy to adopt with regard to replacement.

Need for replacement arises in a number of different situations so that different types of

decisions may have to be taken.



For example:

a) It may be necessary to decide whether to wait for certain items to fail, which

might cause some loss, or to replace the same in advance, even at a higher cost.

b) An item can be considered individually to decide whether or not to replace

immediately.

c) It is necessary to decide whether to replace by the same item or by an improved

type of item.

Failure Mechanism of Items

Failures can be discussed under two categories viz., Gradual Failures, and Sudden Failures.

A) Gradual   Failure

As the life of an item increases, its efficiency deteriorates, causing:

 Increased expenditure for operating costs

 Decreased equipments‟ productivity”

 Decrease in the value ( resale or scrap value) of the equipment

Example: bearings, pistons, piston rings, “Automobile Tyres‟, mechanical systems like

machines, machine tools, flexible manufacturing equipment etc. fall under this category.

B) Sudden Failure

This type of failure is applicable to those items that do not deteriorate markedly with service,

but which ultimately fail after some period of using.



a) Progressive failures: In this mechanism, probability of failure increases with time i.e.

as the life of equipment increases. Examples include: electric light bulbs, automobile tubes

etc.,

b) Retrogressive failures: Some equipment may prone to failure in the beginning of their

life and the probability of failure falls down with time. Example: aircraft engines.

c) Random failures: Under this failure, constant probability of failure with time is

associated with the equipment that fails from random causes such as physical shocks.

Example: Electronic components like transistors, semi conductor elements, glass made items,

delicate or brittle items.

Replacement Policy

When a machine loses its efficiency gradually the maintenance becomes very expensive.

Therefore, the problem is to determine the age at which it is most economical to replace the

item. On the other hand, certain items such as bulbs, radio, television, and computer parts fail

suddenly without giving any indication of failure and they become completely useless. These

items are to be replaced immediately as and when they fail to function.

Failure Mechanism of Items

Gradual   Failure Sudden Failure

Progressive  failure
( probability of failure
increases with time )

Retrogressive failure
(probability of failure
increases with time )

Random failure
( probability of failure
increases with time )



Replacement of Items Deteriorating with Time

The maintenance cost of the  items which deteriorate with time always increase gradually

with time and a stage comes when the maintenance cost becomes so large that it is better and

economical to replace the item with a new one. There may be number of alternatives and we

may have a comparison between various alternatives by considering the costs due to waste,

scrap, loss of output, damage to equipment and safety risks etc.

Replacement of items( or equipments) whose maintenance cost increases

with time and the value of money remains same during the period

The following costs are considered in such decisions:

C = Capital cost of the item,

R(t) = Operating and Maintenance cost of the item at time t,

S = Scrap value of the item,

n = number of years the item is to be in use,

T(n) = Total Cost incurred during n years

Tavg = Average annual cost of the item =
( )

Obviously, annual cost of the item at any time t = C –S + R(t)

The operating cost function R(t) is assumed to be strictly positive. It may be continuous or

discrete.



Working Formula: When t is a continuous variable, Replace item in the nth year if

Result-1:“If time is measured continuously, then the average annual cost will be minimized

by replacing the machine when the average cost today becomes equal to the current

maintenance cost”.

Working Formula :When t is a discrete variable, Replace item at the end of the nth year

if

Result-2: “If time is measured in discrete units, then the average annual cost will be

minimized by replacing the machine when the next period’s maintenance cost becomes

greater than the current average cost”.

Example-1: A firm is considering replacement of a machine whose cost price is Rs. 12200

and the scrap value is Rs. 200. The maintenance costs R(t) are found from experience to be as

follows;

Year 1            2          3          4         5          6          7          8

Maintenance Cost ( Rs) 200      500       800      1200   1800    2500    3200    4000

When should the machine be replaced?

( ) = ( )
ℎ ( ) = − + ( )

( ) < ( ) < ( + 1)
ℎ ( ) = − + ( )



Solution The computations can be summarized in the following tabular form:

Table 1: Calculations for average cost of machine

Replace at

the end of the

year (n)

[1]

Maintenance

cost[R(t)]

[2]

Total

maintenance

cost ∑ ( )
[3]

Difference

between

Price & scrap

value (C-S)

[4]

Total cost

T(n)

[5] =[3]+[4]

Average Cost

Tavg = T(n)/n

[6]=[5]/[1]

1 200 200 12000 12200 12200

2 500 700 12000 12700 6350

3 800 1500 12000 13500 4500

4 1200 2700 12000 14700 3675

5 1800 4500 12000 16500 3300

6 2500 7000 12000 19000 3166.6

7 3200 10200 12000 22200 3171.4

8 4000 14200 12000 26200 3265

Since R(6) < T(6)/6 < R(7), the machine should be replaced at the end of the 6th year.

Example 2

A Machine owner finds from his past records that the maintenance costs per year of a

machine whose purchase price is Rs. 8000 are as given below:

Year: 1 2 3 4 5 6 7 8

Maintenance Cost: 1000 1300 1700 2200 2900 3800 4800 6000

Resale Price: 4000 2000 1200 600 500 400 400 400

Determine at which time it is profitable to replace the machine.



Solution C = Rs. 8000. Table 2 shows average cost per year during the life of machine.

Table 2: Calculations for average cost of machine

Replace at

the end of the

year (n)

[1]

Maintenance

cost[R(t)]

[2]

Total

maintenance

cost ∑ ( )
[3]

Resale value

(S)

[4]

Total cost

T(n)

[5] =

[3]+ 8000-[4]

Average Cost

Tavg = T(n)/n

[6]=[5]/[1]

1 1000 1000 4000 5000 5000

2 1300 2300 2000 8300 4150

3 1700 4000 1200 10800 3600

4 2200 6200 600 13600 3400

5 2900 9100 500 16600 3200

6 3800 12900 400 20500 3417

7 4800 17700 400 25300 3614

8 6000 23700 400 31300 3913

The above table shows that the value of Tavg during fifth year is minimum. Hence the

machine should be replaced after every fifth year.

Try yourself ( Answer : at the end of the 6th year)

The cost of a machine is Rs. 6100 and its scrap value is only Rs.100. The maintenance costs

are found to be

Year: 1 2 3 4 5 6 7 8

Maintenance Cost (in Rs.): 100 250 400 600 900 1250 1600 2000

When should the Machine be replaced?



Replacement of items whose maintenance cost increases with time and the

money value changes at a constant rate

To understand this let us define the following terms:

Time Value of Money:

Conceptually “time value of money” means that the value of a unit of money is different in

different time periods. If the discount rate is 10%, Rs.100 today is equal to Rs.110 a year

from now. Consequently Rs. 1 from a year now is equal to (1+0.1)-1 rupee today. The present

worth of a rupee received after some time will be less than a rupee received today.

Rational investors would prefer current receipt to future receipts.

Present Worth Factor (PWF):

The value of money over a period of time , depends upon the nominal interest rate “r”. The

present value of a rupee to be spent after n years is equal to (1 + ) , and is called as

Present Worth Factor (PWF) or Present Value of one rupee spent n years from now. If

r=10%, then PWF in 5 years from now is (1 + 10/100) = (1.1) .

The term = is called Discount Rate. In the above example = = (1.1)
Thus, the discounted cost of Rs 100 after nth year = 100
Example 3: The value of money is assumed to be 10% per year and the cost pattern for two

machines A and B is given below:

Year 1 2 3

Machine A 900 600 700

Machine B 1400 100 700

Determine which machine is less costly.

Solution: Here, = 100, = =



Table 3: Calculation of Present worth of the machine

Year

[1]

Yearly cost

of A

[2]

Discounted

Yearly cost of A

[3]=[2] * vn-1

Yearly cost

of B

[4]

Discounted Yearly

cost of B

[5]=[4] * vn-1

1 900 900 1400 1400

2 600 600 × 1011
= 545.45

100 100 × 1011
= 90.9

3 700 700 × (1011)
= 578.52

700 700 × (1011)
= 578.52

TOTAL 2200 2023.97 2200 2069.43

Hence we observe that though the total cost of the machines are the same ( Rs. 2200 0nly)

machine A is cheaper than Machine B considering the money value.

Replacement of Items whose Maintenance and Repair Cost Increases With Time, Value

of Money also Changes With Time

The optimal replacement policy when the maintenance cost increases with time, and the

money value decreases in a constant discount rate can be determined as follows;

Suppose that the purchasing cost of an item (which may be machine or equipment) is C. R(n)

be the operating cost in the nth year. If the item operated for n years, discounted cost

associated with the item is( ) = [ + (1)] + (2) + (3) + ⋯ . . + ( )
Let the item be replaced at the end of every nth year. Then the operating cost form n+1 to 2n

in present money value is ( ) , 2n+1 to 3n is ( ) and so on.

Thus the present worth of all future discounted costs or Weighted Average Cost (T(n))

associated with the policy of replacement is given by( ) = ( ) + ( ) + ( ) + ⋯= ( )



Working Formula 3: Replace at the end of the nth year when T(n) is minimum:

Result 3: Replace if the next period’s maintenance cost is greater than the weighted average
cost of previous periods. Do not replace if the next period’s cost is less than the weighted average
of the previous costs.”

Example 4

A milk plant is offered an equipment A which is priced at Rs.60,000 and the costs of operation and

maintenance are estimated to be Rs.10,000 for each of the first 5 years, increasing every year

by Rs. 3000 per year in the sixth and subsequent years. If money carries the rate of interest

10% per annum what would the optimal replacement period?

Solution

Table 4 Determination of optimal replacement period

At the end
of year

(n)

Operating &
maintenance

cost
Rn

Discounted
factor

Discounted
operation &
maintenance

cost

Cumulative
Discounted
operation &
maintenance

cost

Discounted total
cost F(n) = C+ ( ) Cumulative

discounted
factor

Weighted
average

annual cost( )∑
(1) (2) (3) (4)=(2)x(3) (5) (6)=(5)+60000 (7) (8)=(6)/(7)

1 10000 1.0000 10000.00 10000.00 70000.00 1.00 70000.00
2 10000 0.9091 9091.00 19091.00 79091.00 1.91 41428.42

3 10000 0.8264 8264.00 27355.00 87355.00 2.74 31933.83
4 10000 0.7513 7513.00 34868.00 94868.00 3.49 27207.75

5 10000 0.6830 6830.00 41698.00 101698.00 4.17 24389.18
6 13000 0.6209 8071.70 49769.70 109769.70 4.79 22913.08

7 16000 0.5645 9032.00 58801.70 118801.70 5.36 22184.36

8 19000 0.5132 9750.80 68552.50 128552.50 5.87 21905.89

9 22000 0.4665 10263.00 78815.50 138815.50 6.33 21912.82

10 25000 0.4241 10602.50 89418.00 149418.00 6.76 22106.52

( ) < + (1) + (2) + (3) + ⋯ .+ ( )1 + + +⋯+ < ( + 1)
( ) < ( ) < ( + 1)i.e



From Table 13.4 we find the weighted cost is minimum at the end of 8th year, [19000<

21905.89 <22000] hence the equipment should be replaced at the end of 8th year.

Example 5:

A Manufacturer is offered two machines A and B. Machine A is priced at Rs. 5000 and

running cost is estimated at Rs. 800 for each of the first five years, increasing by Rs. 200 per

year in the sixth and subsequent years. Machine B, with the same capacity as A, costs

Rs. 2500, but has running cost of Rs. 1200 per year for six years, thereafter increasing by

Rs. 200 per year. If money is worth 10% per year, which machine should be purchased?

(Assume that the machines will eventually be sold for scrap at a negligible price).

Solution

Since money is worth 10% per year, therefore discount rate is

Table 5a: Computation of weighted average cost for machine A

At the
end of
year
(n)

Operating &
maintenance

cost
Rn

Discounted
factor

Discounted
operation &
maintenance

cost

Cumulative
Discounted
operation &
maintenance

cost

Discounted
total cost

Cumulative
discounted

factor

Weighted
average

annual cost

(1) (2) (3) (4)=(2)x(3) (5) (6)=(5)+
5000

(7) (8)=(6)+(7)

1 800 1.0000 800 800 5800 1 5800

2 800 0.9091 727 1527 6527 1.9091 3419.035

3 800 0.8264 661 2188 7188 2.7355 2627.819

4 800 0.7513 601 2789 7789 3.4868 2233.98

5 800 0.6830 546 3336 8336 4.1698 1999.098

6 1000 0.6209 621 3957 8957 4.7907 1869.61

7 1200 0.5645 677 4634 9634 5.3552 1799.025

8 1400 0.5132 718 5353 10353 5.8684 1764.13

9 1600 0.4665 746 6099 11099 6.3349 1752.043

10 1800 0.4241 763 6862 11862 6.759 1755.053

From table 5a Since the running cost of 9th year is 1600 and that of 10th year is 1800 and

1600<1752.043<1800, it would be economical to replace machine A at the end of nine years.



Table 5b Computation of weighted average cost for machine B

At the
end of
year
(n)

Operating &
maintenance

cost
Rn

Discounted
factor

Discounted
operation &
maintenance

cost

Cumulative
Discounted
operation &
maintenance

cost

Discounted total
cost

Cumulative
discounted

factor

Weighted
average

annual cost

(1) (2) (3) (4)=(2)x(3) (5) (6)=(5)+
2500

(7) (8)=(6)+(7)

1 1200 1.0000 1200.00 1200.00 3700.00 1.00 3700.00

2 1200 0.9091 1090.92 2290.92 4790.92 1.91 2509.52

3 1200 0.8264 991.68 3282.60 5782.60 2.74 2113.91

4 1200 0.7513 901.56 4184.16 6684.16 3.49 1916.99

5 1200 0.6830 819.60 5003.76 7503.76 4.17 1799.55

6 1200 0.6209 745.08 5748.84 8248.84 4.79 1721.84

7 1400 0.5645 790.30 6539.14 9039.14 5.36 1687.92

8 1600 0.5132 821.12 7360.26 9860.26 5.87 1680.23

9 1800 0.4665 839.70 8199.96 10699.96 6.33 1689.05

10 2000 0.4241 848.20 9048.16 11548.16 6.76 1708.56

In table 5b we find that 1800<1689<2300 so it is better to replace the machine B after 8th

year. The equivalent yearly average discounted value of future costs is Rs. 1748.60 for

machine A and it is 1680.23for machine B. Hence, it is more economical to buy machine B

rather than machine A.

REPLACEMENT OF ITEMS THAT FAIL COMPLETELY AND

SUDDENLY

A system generally consists of a huge number of low-priced components that are increasingly

liable to failure with age. The costs of failure, in such a case will be fairly more than the cost

of the item itself. For example, a tube or a condenser in an aircraft costs little, but the failure

of such a low cost item may lead the airplane to crash. Hence we use some replacement



policy for such items which would minimize the possibility of complete breakdown. The

following are the replacement policies, which are applicable for this situation.

(i) Individual replacement policy in which an item is replaced immediately after it fails.

(ii) Group replacement policy in which a decision is made as regard to at what equal

intervals, all the items are to be replaced simultaneously irrespective of whether they have

failed or not, with a provision to replace the items individually, which fail during the fixed

group replacement period.

The optimal period of replacement is determined by calculating the minimum total cost

considering the average cost of group replacement and the cost of individual replacement.

Average Cost of group replacement: Here we propose to replace all items at fixed interval

t, whether they have failed or not in addition to replacing the failed item when they stop

working.

Let N be the total number of unit in the system and be the number of the items failed and

hence replaced at the end of the period t.

are the per unit cost of individual replacement and group replacement respectively,

Then  C(t), total cost of group replacement after time period t( ) = 1[ 1 +⋯ . .+ −1 ] + 2 ,
Average cost of group replacement after time period t = ( )/

Working formula 4: Replace the whole lot at the end of the  nth year if

Result-4: Group replacement should be made at the end of tth period if the cost of individual
replacements for the period t is greater than the average cost per period through the end of the
period .

Average Cost of individual replacement:

Let the expected life of the item is M years (unit of time-years/months/weeks/days/hours
e.t.c)
 Average number of failures in a year 1/M.

1 −1 < ( ) < 1 ,



 Average number of failure out of a total of N items in the system in that year is N/M

Thus , cost of individual replacement is /
Example 6: The following failure rates have been observed for a certain type of transistors in a

digital computer.

End of week 1 2 3 4 5 6 7 8

Probability of failure to death 0.05 0.13 o.25 0.43 0.68 0.88 0.96 1.00

The cost of replacing an individual failed transistor is Rs. 1.25. The decision is to replace all

these transistor simultaneously at fixed intervals and to replace the individual transistor as

they fail in service. If the cost of group replacement is 30 paise  per transistor, what is the

best interval between group replacements? Calculate the cost of individual replacement.

Which policy would you prefer and why?

Solution: Let p(i) be the probability that a transistor fails during the ith week of life.

Table -6a : Calculation of p(i) and Expectation( Mean) M

End of

week (i)

1 2 3 4 5 6 7 8 Mean

M

P[failure to

death]= Fi

0.05

F1

0.13

F2

0.25

F3

0.43

F4

0.68

F5

0.88

F6

0.96

F7

1.00

F8

p(i) =

F(i)-F(i-1)

0.05

F1

0.08

F2-F1

0.12

F3-F2

0.18

F3-F2

0.25

F3-F2

0.2

F3-F2

0.08

F3-F2

0.04

F3-F2

ip(i) 0.05 0.16 0.36 0.72 1.25 1.2 0.56 .32 4.62

Calculation of Nt

N0 = No. of the Transistor at the beginning =  1000

N1 = N0 p(1) = 1000 X .05 = 50

N2 = N0 p(2)+ N1 p(1) = 1000X0.08+ 50 X 0.05 = 82



N3 = N0 p(3)+ N1 p(2) + N2 p(1) = 128

N4 = N0 p(4)+ N1 p(3) + N2 p(2)+ N3 p(1) = 199

N5 = N0 p(5)+ N1 p(4)+ N2 p(3)+ N3 p(2)+ N4 p(1) = 289

N6 = N0 p(6)+ N1 p(5)+ N2 p(4)+ N3 p(3)+ N4 p(2)+ N5 p(1) = 272

N7 = N0 p(7)+ N1 p(6)+ N2 p(5)+ N3 p(4)+ N4 p(5)+ N5 p(6)+ N6 p(7) =194

N8 = N0 p(8)+ N1 p(7) + N2 p(6)+ N3 p(5)+ N4 p(4)+ N5 p(3)+ N6 p(2)+ N7 p(1) = 196

Table 6b: Calculation of Average cost of replacement

End of week

(t)

Individual

Replacement(Nt)

Total Cost

C(t)

Average cost

C(t)/t

1 50 50X1.25+1000X0.3= 363 363

2 132 132X1.25+1000X0.3 = 465 232.50

3 260 260X1.25+1000X0.3 =625 208.3

4 450 450X1.25+1000X0.3=874 18.52

Since average cost is lowest against week 3, the optimum interval between group

replacements is 3 weeks.

From first table; Mean of the item = 4.62 weeks

Average cost of the individual replacement = 1000X1.25/4.62 = Rs. 270/week

Since average cost of group replacement is less, the policy of group replacement is better.
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CPM / PERT

One of the most challenging jobs that any manager can take on is the management
of a large-scale project that requires coordinating numerous activities throughout
the organization.

A myriad of details must be considered in planning how to coordinate all these
activities, in developing a realistic schedule, and then in monitoring the progress of the
project.

PERT (Program Evaluation and Review Technique) and CPM (Critical Path Method)
are basically time-oriented methods in the sense that they both lead to determination
of a time schedule for the project.
The significant difference between two approaches is that the time estimates for the
different activities in CPM were assumed to be deterministic while in PERT these
are described probabilistically.
These techniques are referred as project scheduling techniques.

USED IN: Production management - for the jobs of repetitive in nature where the
activity time estimates can be predicted with considerable certainty due to the
existence of past experience.

USED IN: Project management - for non-repetitive jobs (research and
development work), where the time and cost estimates tend to be quite uncertain.
This technique uses probabilistic time estimates.

Applications of CPM / PERT
These methods have been applied to a wide variety of problems in industries and have
found acceptance even in government organizations. These include

 Construction of a dam or a canal system in a region
 Construction of a building or highway
 Cost control of a project using PERT / COST



 Designing a prototype of a machine

The Framework for PERT and CPM

Essentially, there are six steps which are common to both the techniques. The
procedure is listed below:

I. Define the Project and all of its significant activities or tasks. The Project
(made up of several tasks) should have only a single start activity and a single finish
activity.

II. Develop the relationships among the activities. Decide which activities must
precede and which must follow others.

III. Draw the "Network" connecting all the activities. Each Activity should have
unique event numbers. Dummy arrows are used where required to avoid giving the
same numbering to two activities.

IV. Assign time and/or cost estimates to each activity
V. Compute the longest time path through the network. This is called the

critical path.
VI. Use the Network to help plan, schedule, and monitor and control the

project.

ACTIVITY
Any individual operation which utilizes resources and has an end and a beginning is
called activity. An arrow is commonly used to represent an activity with its head
indicating the direction of progress in the project.
Each activity is represented by one and only one arrow in the network.



These are classified into four categories -
1. Predecessor activity – Activities that must be completed immediately prior

to the start of another activity are called predecessor activities.
2. Successor activity – Activities that cannot be started until one or more of

other activities are completed but immediately succeed them are called successor
activities.

3. Concurrent activity – Activities which can be accomplished concurrently
are known as concurrent activities. It may be noted that an activity can be a
predecessor or a successor to an event or it may be concurrent with one or more of
other activities.

4. Dummy activity – An activity which does not consume any kind of resource
but merely depicts the technological dependence is called a dummy activity.

The dummy activity is inserted in the network to clarify the activity pattern in the
following two situations

 To make activities with common starting and finishing points
distinguishable

 To identify and maintain the proper precedence relationship between
activities that is not connected by events.
For example, consider a situation where A and B are concurrent activities. C is
dependent on A and D is dependent on A and B both. Such a situation can
be handled by using a dummy activity as shown in the figure.

EVENT
An event represents a point in time signifying the completion of some activities and
the beginning of new ones. This is usually represented by a circle in a network which
is also called a node or connector.



The events are classified in to three categories:
Merge event – When more than one activity comes and joins an event such an event
is known as merge event.
Burst event – When more than one activity leaves an event such an event is known as
burst event.
Merge and Burst event – An activity may be merge and burst event at the same time
as with respect to some activities it can be a merge event and with respect to some
other activities it may be a burst event.

SEQUENCING

The first prerequisite in the development of network is to maintain the precedence
relationships. In order to make a network, the following points should be taken into
considerations

 What job or jobs precede it?
 What job or jobs could run concurrently?
 What job or jobs follow it?
 What controls the start and finish of a job?

REDUNDANCY
Unnecessarily inserting the dummy activity in network logic is known as the
error of redundancy as shown in the following diagram
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A
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Project Networks
A network used to represent a project is called a Project Network. A project network
consists of a number of nodes (typically shown as small circles or rectangles) and a
number of arcs (shown as arrows) that lead from some node to another.

Develop a network diagram for the project specified below:

Activity A has no predecessor activity. It is the first activity. Let us suppose that

activity A takes the project from event 1 to event 2.

For activity B, the predecessor activity is A.

Let us suppose that B joins nodes 2 and 3.

Activities C and D have B as the predecessor activity

B

Activity
Immediate Predecessor

Activity

A -

B A

C, D B

E C

F D

G E, F

2

C 4

3

D

5



D F
3 5 6

2

Activity E has C as the predecessor activity

C E
4

Activity F has D as the predecessor activity

Activity G has E and F as predecessor activities. This is possible only if end nodes E
and F are same.

Putting all the pieces together, we obtain the following diagram project network:

Start Event
A B

1

The critical path method (CPM) aims at the determination of the time to
complete a project and the important activities on which a manager shall focus
attention.

Project Completion Time
From the start event to the end event, the time required to complete all the activities of
the project in the specified sequence is known as the project completion time.

3
6

C 4
E End Event

3 G

6 7

D 5 F



Path in a Project
A continuous sequence, consisting of nodes and activities alternatively,

beginning with the start event and stopping at the end event of a network is called a
path in the network.
Critical Path and Critical Activities

Consider all the paths in a project, beginning with  the  start event and
stopping at the end event. For each path, calculate the time of execution, by adding
the time for the individual activities in that path.

The path with the largest time is called the critical path and the activities
along this path are called the critical activities or bottleneck activities. The activities
are called critical because they cannot be delayed. However, a non-critical activity may
be delayed to a certain extent.

Any delay in a critical activity will delay the completion of the whole project.
However, a certain permissible delay in a non-critical activity will not delay the
completion of the whole project. It shall be noted that delay in a non-critical activity
beyond a limit would certainly delay the completion the whole project.

Sometimes, there may be several critical paths for a project. A project manager
shall pay special attention to critical activities.

Determine the critical path, the critical activities and the project completion time.
Network diagram for the project:

Activity
Predecessor

Activity
Duration (Weeks)

A - 3

B A 5

C A 7

D B 10

E C 5

F D,E 4

Start Event

A

B 3

5

D

10

1
3

2

5
7

C
E

5
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3
2
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7
4

E

5
5

F

4
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End Event

F

4

Consider the paths, beginning with the start node and stopping with the end node.
There are two such paths for the given project
Path I

Total Time: 3 + 5 + 10 + 4 = 22 weeks.

Path II

Total Time: 3 + 7 + 5 + 4 = 19 weeks

Compare the times for the two paths. Maximum of {22, 19} = 22.

Path I has the maximum time of 22 weeks. Therefore, Path I is the Critical Path

and activities A, B, D and F are Critical Activities. Project completion time is 22

weeks.

Activities C and E (Path II but not in Path I) are Non- Critical activities.
Time for path I - Time for path II = 22- 19 = 3 weeks.
Therefore, together the noncritical activities can be delayed up to a maximum of 3
weeks, without delaying the completion of the whole project.

(i, j) = Activity with tail event i and head event j
tij = Duration of activity (i, j)
Earliest occurrence time of event ( Ei ) – It is the earliest time at which an event can
occur without affecting the total project time

6



Latest occurrence time of event ( Lj ) - It is the latest time at which an event can
occur without affecting the total project time
Earliest start time of event – It is the time at which the activity can start without
affecting the total project time
Latest start time of event – It is the latest possible time by which an activity must
start without affecting the total project time
Earliest finish time of event – It is the earliest possible time at which an activity can
finish without affecting the total project time
Latest finish time of event – It is the latest time by which an activity must get
completed without delaying total project completion

 Forward Pass Method - For Earliest Time calculation
 Backward Pass method – For Latest Allowable Time calculation

Floats of an Activity:
Total float – The amount of time by which the completion of an activity could be
delayed beyond the earliest finish time without affecting the overall project
duration time
Total float for activity (i – j) = Latest start time for the activity – Earliest start time for
the activity

Free float – The time by which the completion of an activity can be delayed beyond
the earliest finish time without affecting the earliest start of a subsequent activity

Free Float for Activity (i, j) = Earliest occurrence time for Event j – Earliest
occurrence time for Event i – Duration of Activity ( i, j)

Independent float – The amount of time by which the start of an activity can be
delayed without affecting the earliest start time of any immediately following
activities, assuming that the preceding activity has finished at its latest finish time.
The negative independent float is always taken as zero.

Independent Float for Activity (i, j) = Earliest occurrence time for Event j – Latest
occurrence time for Event i – Duration of Activity ( i, j)



Determine the early start and late start in respect of all node points and identify
critical path for the following network:

Solution:



Activity
(i, j)

Duration Earliest Time Latest Time Total Float Time
(Lj - tij ) - EiStart

( Ei )
Finish

(Ei + tij )
Start

(Lj - tij )
Finish
( Lj )

(1, 2) 10 0 10 0 10 0
(1, 3) 8 0 8 1 9 1
(1, 4) 9 0 9 1 10 1
(2, 5) 8 10 18 10 18 0
(4, 6) 7 9 16 10 17 1
(3, 7) 16 8 24 9 25 1
(5, 7) 7 18 25 18 25 0
(6, 7) 7 16 23 18 25 2
(5, 8) 6 18 24 18 24 0
(6, 9) 5 16 21 17 22 1
(7, 10) 12 25 37 25 37 0
(8, 10) 13 24 37 24 37 0
(9, 10) 15 21 36 22 37 1

From the above table, there are two possible Critical Paths

Path I: 1 → 2 → 5 → 8 → 10

Path II: 1 → 2 → 5 → 7 → 10

Earliest time

E1 = 0

E2 = 0 + 10 = 10

E3 = 0 + 8 = 8

E4 = 0 + 9 = 9

E5 = 10 + 8= 18

E6 = 9 + 7 = 16



E7 = max {18 + 7, 16 + 7} = 25

E8 = 18 + 6 = 24

E9 = 16 + 5 = 21

E10 = max {24 + 13, 25 + 12, 21+ 15} = 37

Latest time

L10 = 37

L9 = 37 – 15 = 22

L8 = 37 – 13 = 24

L7 = 37 – 12 = 25

L6 = min {25 – 7, 22 -5} = min {18, 17} = 17

L5 = min {24 – 6, 25-7} = min {18, 18} = 18

L4 = 17 – 7 = 10

L3 = 25 - 16 = 9

L2 = 18 – 8 = 10

L1 = min {10 - 10, 9 – 9, 10 - 9} = 0



Project Evaluation and Review Technique (PERT)

The main objective in the analysis through PERT is to find out the completion for a
particular event within specified date. The PERT approach takes into account the
uncertainties. The three time values are associated with each activity

Optimistic time ( t0 ) - It is the shortest possible time in which the activity can be

finished. It assumes that everything goes very well.

Most likely time ( tm ) – This is the most realistic time to complete the activity

If a graph is plotted in the time of completion and the frequency of completion in that

time period, then most likely time will represent the highest frequency of occurrence.

Pessimistic time ( tp ) – It represents the longest time the activity could take.

Expected time – It is the average time an activity will take if it were to be
repeated on large number of times and is based on the assumption that the
activity time follows Beta distribution, this is given by

te = ( t0 + 4 tm + tp ) / 6

The variance for the activity is given by

σ2 = [(tp – to) / 6] 2

Examples



Task: A B C D E F G H I J K

Least time: 4 5 8 2 4 6 8 5 3 5 6

Greatest time: 8 10 12 7 10 15 16 9 7 11 13

Most likely time: 5 7 11 3 7 9 12 6 5 8 9

Find the earliest and latest expected time to each event and also critical path in the
network

Task Least time(t0)
Greatest time

(tp)
Most likely

time (tm)
Expected time
(to + tp + 4tm)/6 Variance

A 4 8 5 5.33 0.44

B 5 10 7 7.17 0.69

C 8 12 11 10.67 0.44

D 2 7 3 3.5 0.69

E 4 10 7 7 1

F 6 15 9 9.5 2.25

G 8 16 12 12 1.78

H 5 9 6 6.33 0.44

I 3 7 5 5 0.44

J 5 11 8 8 1

K 6 13 9 9.17 1.36



The Critical Path is A →C →E → H → K
Expected Project Completion Time: 5.33+10.67+7+6.33+9.17 = 38.5
and Variance 0.44+0.44+1+0.44+1.36 = 3.68

Task Expected
Time (te)

Start Time Finish Time Total
FloatEarliest Latest Earliest Latest

A 5.33 0 0 5.33 5.33 0
B 7.17 0 8.83 7.17 16 8.83

C 10.67 5.33 5.33 16 16 0

D 3.5 0 10 3.5 13.5 10

E 7 16 16 23 23 0
F 9.5 3.5 13.5 13 23 10
G 12 3.5 18.5 15.5 30.5 15

H 6.33 23 23 29.33 29.33 0

I 5 23 25.5 28 30.5 2.5

J 8 28 30.5 36 38.5 2.5

K 9.17 29.33 29.33 31.5 38.5 0

Earliest time

E1 = 0

E2 = 0 + 5.33 = 5.33

E3 = max {5.33 +10.67, 0+7.17} = max {16, 7.17} = 16

E4 = 0 +3.5 = 3.5

E5 = max {16 + 7, 3.5 + 9.5} = max {23, 13} = 23

E6 = max [23 + 5, 3.5 + 12] = max {28, 15.5} = 28

E7 = 23 + 6.33 = 29.33

E8 = max {29.33 + 9.17, 28 + 8} = 38.5



Latest time

L8 = 38.5

L7 = 38.5 – 9.17 = 29.33

L6 = 38.5 – 8 = 30.5

L5 = min {29.33 – 6.33, 30.5 -5} = min {23, 30} = 23

L4 = min {23-9.5, 28-12} = min {13.5, 16} = 13.5

L3 = 23 - 7 = 16

L2 = 16 – 10.77 = 5.33

L1 = min {5.33-5.33, 16 – 7.17, 3.5-3.5} = 0

As we are expecting the variability in the activity duration, the total project may
not be completed exactly in time. Thus it is necessary to calculate the probability of
actually meeting the scheduled time to the project as well as activities.

The probability distribution of time for completing an event can be
approximated by the normal distribution due to central limit theorem. Thus the
probability of completing the project by scheduled time (Ts) is given by
Prob (Z < (Ts – Te)/ σ)
Standard normal variate value is given by
Z = (Ts – Te)/ σ
Te = expected completion time of the project

Crashing of a Project

In the project management generally there is a specific date for the project

completion. In order to complete the project in less than the normal time, the normal

duration of the project must be reduced to the desired duration. The method of

reducing the project duration by shortening time of one or more activities at a cost is

called crashing.



It is usually achieved by putting into service additional labour or machines to

one activity or more activities. Crashing involves more costs. A project manager

would like to speed up a project by spending as minimum extra cost as possible.

Project crashing seeks to minimize the extra cost for completion of a project before the

stipulated time.

Activity Cost

Crash cost

Normal cost

Crash time               Normal time Activity duration

Linear time and cost trade-off for an activity

For further practice, please refer

1. Operations Research- Theory and Applications – J.K.Sharma

Linear cost-time
relationship
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INVENTORY CONTROL MODELS
 Model I – EOQ model with constant rate of Demand along with basic theoretical concept

were discussed both in the respective Day and Evening sections.

Model II- EOQ model when Supply is Gradual:-
This model is applicable when inventory continuously builds up over a period of time after
placing an order or when the units are manufactured and used or sold at a constant rate. This
model is specially suitable for the manufacturing environment where there is a simultaneous
production and consumption, it is known as “Production Model”.
Assumptions:-

i) The item is sold or consumed at a constant demand rate which is known.
ii) Set up cost is fixed and it does not change with lot size.
iii)The rate of receipts i.e. production rate ‘p’ is greater than the demand or consumption rate‘d’.
iv) Production runs to replenish inventory are made at regular interval ‘ ’ and consumption takes
place during the entire cycle ‘T+T1’.

Figure- 1   Inventory Model for Non-Instantaneous Replenishment

Notations :-



 Inventory under this situation builds at the rate of (p-d) units and inventory is maximum
at the end of production period T.

I max = (p – d) * T.

Average Inventory =

Now the quantity produced during production period  Q = p * T

T=

Average Inventory = *

 Annual Inventory Carrying cost

= * *

 Annual Set up cost

= *

 Therefore, Total Annual Cost = Annual Set up cost + Annual Inventory Carrying
cost

TC  = * + * *

To determine the EOQ differentiate the above equation with respect to Q

= - + * *

And equating to ‘0’and solving we get

=

If the inventory carrying cost is expressed as a percentage of annual inventory
investment,

=

 Optimal Number of Production per year

=

 Optimal Production Cycle time

=



 Optimal length of each lot size production run

=

 The optimal total inventory variable cost

TC( Q*) =

Problem 1

The demand rate for a particular item is 48000 units per year, the firm can produce at a rate of
800 units per day.The set up cost is Rs 45/- per item. Carrying cost is Rs 2/- per unit per year. If
no shortages are allowed and the replacement is instantaneous determine,

i) the EOQ
ii) optimum annual cost
iii) optimal cycle time
iv) run time
v) maximum inventory level

SOLUTION:- Given,
D = 48000, p = 800 per day = 45/- = 2.00 per year

Daily demand- 48000/240 = 200, assuming in a year there are 240 are working days

→ i) =

= = 1697 units.

ii) TC( Q*) =

=

=2545.58/-

iii) =

= (1697/48000)*240days = 8.485 days



iv) =

= 1697/800  =  2.12 days.

v) I max =

= 600*2.12 = 1272 units.

Problem 2

A manufacturing company uses an EOQ approach in planning its production of machinery parts.
The following in formations are available as follows-
D = 90,000 parts /day

= 200/- per parts

4000/- per parts

Inventory carrying cost per month is established at 2% of the average inventory value
Production rate 400 units per day, and the company works for 300 days in a year, the calculate
i) EOQ
ii)  the number of production runs per year
iii) production cycle time
iv) total inventory cost.

SOLUTION:- Given, D = 90000,  p = 400 per day = 4000/- =200/-

= * I= 200*12*0.02=48

Daily demand (d) = 90000/300 = 300, assuming in a year there are 3000 are working days
p> d----

→ i) =

= = 7745.966 units. = 7746 units.

II) = = 90000/7746 = 11.61~ 12 production runs per annum.

iii) = = (7746/90000)*300 = 25.82 ~ 26 days

iv) TC( Q*) =

= =  92951.60/-



Model III- EOQ model with Shortages:-
Under this model, the inventory system runs out of stock for a certain period of time, i.e.
shortages are allowed and the cost of shortage is assumed to be directly proportional to the
average number of units short. There are many situations in which planned shortages or stock-
outs may be advisable especially for expensive items that have high carrying cost. The model is
called the back – order or planned shortages inventory model.

Figure- 2 Change in Inventory over Time with Back-orders

Explanation:-

 Every time the quantity ‘Q’ i.e. order size is received.

 Number of shortages S per order i.e. Back order quantity.



 ( Q – S )= M is remaining units after the Back order is satisfied.

 t1 is the time during which inventory is on hand

 t2 is the time during which shortage exists

 T is the time between receipts of orders, i.e.  T = t1 + t2

Assumptions:-

 The scheduling time period T is constant

 Production rate is infinite

 Lead time is zero

 Sales will not be lost due to stock out

The given figure describes the change in the inventory level with time. Every time the quantity

‘Q’ is received, all shortages equal to an amount ‘S’ are first taken care and the remaining

quantity ( Q – S ) = M is placed in inventory as the surplus from which demand during the next

cycle will be satisfied. Here it may be noted that ‘S’ units out of ‘Q’ are always in the shortage

list, i.e. they are never carried in the stock. Thus it yields savings on the inventory carrying cost.

Therefore, in the inventory system except for the purchase cost ‘C’, which is fixed, all

types of costs ( assuming ‘Ch’ as  inventory carrying cost and ‘Cs’ as shortage cost) will be

affected by the decision concerning  Q* i.e. the optimal value of order quantity, the optimal stock

level M* = ( Q* - S*) and optimal shortage level  S*.

The results (without proof) of the above model can be summarized as follows:-

1. Economic Order Quantity

=

2.  Maximum Number of back orders

= OR =

3. Optimum Stock Level

=



4.  Maximum Inventory level

I max =

5. Time between orders

=

6. Number of orders per year  =

7. Total annual Variable cost

=

8. Overall annual cost

TC(Q*) =

Problem 1

Given the following data for an item of uniform demand, instantaneous delivery time and back
order facility.
Annual  Demand= 800 units , Cost of an item = Rs 40
Ordering Cost = Rs 800, Inventory Carrying  cost = 40% of per year of stock value
Back Order cost = Rs10, then find out
i) Minimum cost order quantity
ii) Maximum number of back orders
iii) Maximum inventory level
iv) Time between orders
v) Total Annual variable cost
vi) Overall annual cost

Solution:- Given, D = 800,   Ch = Cp * I = 40 *0.40 = Rs 16, Co = Rs 800, Cs = Rs 10

i) = = = 456 units.

ii) = = 456 * = 281 units



iii) I max = =  456 – 281 =  175 units

iv) = = = 0.57years, or 0.57*300 = 171 days (assuming in a year 300 working days)

v) Total Annual variable cost =

= =  2806.58/-

Vi) TC(Q*) =

= 40*800 +

= 34807/-

Problem 2

A manufacturing company uses an EOQ approach regarding to a production dealt in by him. The
following information are reflected as
Annual demand: 10,000 units,   ordering cost – Rs 20 per order, price – Rs 30 per unit,
Inventory carrying cost: 20% of the value of the inventory per year. The company is considering
the possibility of allowing some back order to occur and it has been estimated as 30% of the
value of inventory.
i) What should be the optimum number of units of the company?
ii) What quantity of the product should be allowed to be backordered, if any?
iii) What will be the maximum quantity of inventory at the any time of the year?
iv) Would you recommend allowing backordering? If so, what would be the annual cost saving
by adopting the policy of back ordering?

Solution:-
Given, D = 10,000, Cp = Rs 30,   Ch = Cp * I = 30 *0.20= Rs 6,   Co = Rs 20,   Cs = 30 * 0.30= Rs 9

i) = = = 333.33 units

ii) = = 333 * = 133 units



iii) I max = = 200 units

iv) Total Annual variable cost = = = Rs

1200

when backorder is not permitted the

= = = 258 units

And Total Annual variable cost ( ) = =

= Rs 1549

Since TC (258units) > TC (333units), the company should accept the proposal for back ordering
as this will result in saving of (1549 – 1200) = Rs 349 per year.

Problem 3:- EOQ model with shortages but production ‘p’ is greater than demand ‘d’ rate.

The demand for an item in a company is 18000 units per year. The company can produce the
items at a rate of 3000 per month. The cost of one set up is Rs 500 and the holding cost of 1 unit
per month is 15  paise. The shortage cost of one unit is Rs 20.00 per month. Determine
i) Optimum production batch quantity
ii) Number of shortages
iii) Optimum cycle time
iv) Optimal production time
v) maximum inventory level in the cycle
vi) Total associated cost per year

Solution:-

Here, Annual demand D = 18,000 unit,  monthly demand ‘d’ = 1500,  production rate  3000 unit
i.e. Production rate ‘p’ >  Demand rate ‘d’
additionally,     Ch = 0.15,   Co = Rs 500,   Cs = Rs 20

i) Optimum production batch quantity

= = = 4489 units



ii) Number of shortages

= = 4489 * = 17 units.

iii) Optimum cycle time = = = 3 months

iv) Optimal production time = = = 1.5 months

v) Maximum inventory level in the cycle

= = 4489 * = 2228 units

vi) Total associated cost per year

TC * =

=

= Rs 3859



Model IV- EOQ model with Price Discounts:-
When items are bought in large quantities, the supplier often gives discount. However, if the
material is purchased to take advantage of discount, the average inventory level and so inventory
carrying cost will increase. Benefits for the purchaser from large orders are, lower cost per unit,
lower shipping and transportation cost, reduced handling cost and reduction in ordering costs due
to less number of orders.

These benefits are to be compared with the increase in carrying cost. As the order size increases,
more spaces should be provided to stock the items.

A decision is, therefore, to be taken whether the buyer should stick to economic order quantity or
increase the same to take advantage that, at large quantities , the production costs per piece are
lower and  hence, part of the savings can passed on to the customer.

Model with One Price Break:-

Let D be the annual consumption (Demand)
C 1 is the price per unit ( Basic price)
C 2 is the discounted price per unit.
C 0 is the ordering cost
C h is the inventory carrying cost
Q B is the priced break quantity.

With the following notations, suppose the following discount schedule is quoted by a
supplier in which one price break (quantity discount) occurs at quantity  ‘b 1’.

QUNTITY PRICE PER UNIT (RS)

0 ≤  Q 1 <  b 1 C 1



b 1 ≤  Q 2 C 2 ( <  C 1 )

Procedure:-
Step 1:- Consider the lowest price ( i.e. C 2 ) and determine  Q 2

* using basic formula

Q 2
* =

If we find Q 2
* >  Q B i.e.  Q 2

* ≥ b 1 , then Q 2
* is the EOQ

Q 2
* =  Q*

TC * (= TC2
*) = +

Step 2:- If  Q 2
* ≩ b 1 , then calculate  Q 1

* with price  C 1, calculate also Total Cost at Q 1
*.

Compare  TC (b 1) and TC (Q 1
*) .

If  we get TC (b 1) > TC (Q 1
*) , then  EOQ is Q* = . Q 1

*

Otherwise, Q* = b 1 is the required EOQ.

Problem 1:- Find the optimum order quantity for a produce for which the price breaks are as
follows.

The monthly demand for the product is 200 units, the cost of storage is 2% of the unit cost and
the cost of ordering is Rs 350.

Solution:-

Step 1:- Consider the lowest price ( i.e. 9.25 ) and determine  Q 2
* using basic formula

QUNTITY PRICE PER UNIT (RS)

0 ≤  Q 1 < 500 10.00

500 ≤  Q 2 9.25



Q 2
* = = =  870 units.

Now, Q 2
* = 870 units  and b 1 = 500 units

Q 2
* ≥ b 1 , then Q 2

* is the EOQ
Q 2

* =  Q*

Q 2
* =  Q* = 870 units

Problem 2:- Find the optimum order quantity for a produce for which the price breaks are as
follows.

The annual demand for the product is 10,500 units, the cost of storage is 30% of the unit cost and
the cost of ordering is Rs 40.

Solution:-

Step 1:- Consider the lowest price ( i.e. 9.25 ) and determine  Q 2
* using basic formula

Q 2
* = = =  543 units.

Now, Q 2
* = 543 units  and b 1 = 2000 units

Q 2
* ≩ b 1

Step 2:- If  Q 2
* ≩ b 1 , then calculate  Q 1

* with price  C 1, calculate also Total Cost at Q 1
*.

Q 1
* = = =   529 units.

QUNTITY PRICE PER UNIT (RS)

0 ≤  Q 1 < 2000 10.00

2000 ≤  Q 2 9.25



TC (Q 1
*) = TC (529 units) = +

=

= 1,06,587.45/-

TC (b 1) = + =

= 1,02,810/-

Since, TC (b 1) < TC (Q 1
*), Q* = b 1 is the required EOQ

Therefore, the optimum order quantity Q* = b 1 = 2000 units.

Model with TWO Price Break:-

Let D be the annual consumption (Demand)
C 1 is the price per unit ( Basic price)
C 2 (C 2 < C 1) is the discounted price per unit.
C 3 (C 3 < C 2 ) is the discounted price per unit
C 0 is the ordering cost
C h is the inventory carrying cost
Q B is the priced break quantity.

With the following notations, suppose the following discount schedule is quoted by a
supplier in which one price break (quantity discount) occurs at quantity  ‘b 1’ and second price
break occurs  at quantity ‘  b 2’

QUNTITY PRICE PER UNIT (RS)

0 ≤  Q 1 <  b 1 C 1

b 1 ≤  Q 2 < b 2 C 2 ( <  C 1 )

b 2 ≤  Q 3 C 3 ( <  C 2 )

Procedure:-
Step 1:- Consider the lowest price ( i.e. C 3 ) and determine  Q 3

* using basic formula

Q 3
* =

If we find Q 3
* ≥ b 2 then Q 3

* is the EOQ



Q 3
* =  Q* and Calculate TC (Q 3

* )

If we find Q 3
* < b 2 then go to STEP 2

Step 2:- Calculate Q 2
* based  on price C 2

 Compare Q 2
* with b 1

 If b 1 ≤ Q 2
* < b 2 , calculate TC (Q 2

* )  and  TC (b 2 )

 If   TC (b 2 ) ≤  TC (Q 2
* )  , EOQ = b 2 = Q 2

*

 If Q 2
* < b 1 as well as b 2 , then go to STEP 3

Step 3:- Calculate Q 1
* based  on price C 1

 Calculate  TC (b 1) ,   TC (b 2) , TC (Q 1
* )

 Compare among the above three

 The quantity with lowest cost naturally be the required EOQ.

Problem 3:- Find the optimum order quantity for a produce for which the price breaks are as
follows.

The monthly demand for the product is 400 units, the cost of storage is 20% of the unit cost and
the cost of ordering is Rs 25.

Solution:-

Step 1:- Consider the lowest price ( i.e. 16.00 ) and determine  Q 3
* using basic formula

QUNTITY PRICE PER UNIT (RS)

0 ≤  Q 1 < 100 ( b 1) 20.00 ( C 1 )

100 ( b 1) ≤  Q 2 < 200 ( b 2) 18.00  ( C 2 )

200 ( b 2) ≤  Q 3 16.00  ( C 3 )



Q 3
* = = =  79 units.

we find Q 3
* (= 79 units) < b 2 (= 200) then go to STEP 2

Step 2:- Calculate Q 2
* based  on price C 2

Q 2
* = = =  75 units

 If Q 2
* (= 75 units) < b 1 (= 100)  as well as b 2 (= 200) , then go to STEP 3

Step 3:- Calculate Q 1
* based  on price C 1

Q 1
* = = 71 units

 Calculate  TC (b 1) ,   TC (b 2) , TC (Q 1
* )

TC (b 1) = + = = 7480/-

TC (b 2) = + = = 6770/-

TC (Q 1
* )  = + = = 8283/-

Since ,  TC (b 2) <  TC (b 1) <  TC (Q 1
* )

The optimum order quantity is given by

Q * =  b 2 =  200 units.



Problem 4:- A shop keeper has a uniform demand of an item at the rate of 50 items per month.
He buys from a supplier at a cost of Rs 6 per item and the cost of ordering is Rs 10 for each
order. If the stock holding costs are 20% per year of stock value, how frequently should he
replenish his stocks?

Now, suppose the supplier offers a 5% discount on orders between 200 and 999 items and
a 10% discount on orders exceeding or equal to 1000 items. Can the shop keeper reduce his costs
by taking advantage of either of these discounts?

Solution:-

Given, D = 50*12 = 600 items per year, = Rs 10 per order,

Cp = Rs 6 per item,  Ch = Cp*I = 6*0.20 = 1.2

= = = 100 items

= = = year = 2 months

TC (Q*) = + = = 3720/-

In the case of discounts we have the following formulation

Step 1:- Consider the lowest price ( i.e. 5.40 ) and determine  Q 3
* using basic formula

Q 3
* = = = 105 units

QUNTITY PRICE PER UNIT (RS)

0 ≤  Q 1 < 200 ( b 1) 6.00 ( = C 1 )

200 ( b 1) ≤  Q 2 < 1000 ( b 2) 5.70(5% discount)  (= C 2 )

1000 ( b 2) ≤  Q 3 5.40 (10% discount) (= C 3)



we find Q 3
* (= 105 units) < b 2 (= 1000) then go to STEP 2

Step 2:- Calculate Q 2
* based  on price C 2

Q 2
* = = = 103 units

 If Q 2
* (= 103 units) < b 1 (= 200) as well as b 2 (= 1000) , then go to STEP 3

Step 3:- Calculate Q 1
* based  on price C 1

Q 1
* = = = 100 units

 Calculate  TC (b 1) ,   TC (b 2) , TC (Q 1
* )

TC (b 1) = + = = 3564/-

TC (b 2) = + = = 3786/-

TC (Q 1
* )  = + = = 3720/-

Since ,  TC (b 1) <  TC (Q 1
* )  <  TC (b 2)

The optimum order quantity is given by

Q * =  b 1 =  200 units.

The shop keeper should accept the offer at 5% discount only as by doing this he is able to save
Rs 3720 – 3564 = Rs 156 during the year.

For further practice, please refer

1. Operations Research- Theory and Applications – J.K.Sharma

2. Operations Research- Problems and Solutions – V.K.Kapoor



QUEUING THEORY:-

The queuing theory is known as Random System Theory which has the solutions for

statistical interference and problem of behavior and optimization in queuing system. Indeed,

queuing theory has many applications in human endeavors, some of which include: telephony;

manufacturing; inventories; dams; supermarkets; computer and information communication

systems and networks; call centers; hospitals, banking, etc.

Undoubtedly, there are numerous factors that affect a customer’s perception of the

waiting experience, some of which include: physical, psychological and emotional. If there

were to be no queue at all, it would create the impression that the value of the attraction is to

some extent diminished. However, one may observe that attractions with short queues tend to

attract less public. So, in principle, it is important not to aim at eliminating queues, but instead

concentrate on giving people an option to join the queue, or skip part of the queue and spend

the time somewhere else.

A flow of customers from finite or infinite population towards the service facility forms a

queue (waiting line) an account of lack of capability to serve them all at a time. In the absence

of a perfect balance between the service facilities and the customers, waiting time is required

either for the service facilities or for the customers’ arrival. In general, the queuing system



consists of one or more queues and one or more servers and operates under a set of procedures.

Depending upon the server status, the incoming customer either waits at the queue or gets the

turn to be served. If the server is free at the time of arrival of a customer, the customer can

directly enter into the counter for getting service and then leave the system. In this process, over

a period of time, the system may experience “Customer waiting” and /or “Server idle time”..

Queuing System:

A queuing system can be completely described by

(1) the input (arrival pattern)
(2) the service mechanism (service pattern)
(3) The queue discipline and
(4) Customer’s behaviour

The input (arrival pattern)

The input described the way in which the customers arrive and join the system.

Generally, customers arrive in a more or less random manner which is not possible for

prediction. Thus the arrival pattern can be described in terms of probabilities and

consequently the probability distribution for inter-arrival times (the time between two

successive arrivals) must be defined. We deal with those Queuing system in which the

customers arrive in poisson process. The mean arrival rate is denoted by λ.

The Service Mechanism:-

This means the arrangement of service facility to serve customers. If there is infinite

number of servers, then all the customers are served instantaneously or arrival and there

will be no queue. If the number of servers is finite then the customers are served

according to a specific order with service time a constant or a random variable.

Distribution of service time follows ‘Exponential distribution’ defined by

f(t) = λe -λt , t > 0

The mean Service rate is E(t) = 1/λ

Queuing Discipline:-



It is a rule according to which the customers are selected for service when a queue has
been formed. The most common disciplines are

1. First come first served – (FCFS)
2. First in first out – (FIFO)
3. Last in first out – (LIFO)
4. Selection for service in random order (SIRO)

Customer’s behaviour

1. Generally, it is assumed that the customers arrive into the
system one by one. But in some cases, customers may arrive in
groups. Such arrival is called Bulk arrival.

2. If there is more than one queue, the customers from one queue
may be tempted to join another queue because of its smaller
size. This behaviour of customers is known as jockeying.

3. If the queue length appears very large to a customer, he/she may not
join the queue. This property is known as Balking of customers.

4. Sometimes, a customer who is already in a queue will leave the
queue in anticipation of longer waiting line. This kind of
departure is known as reneging.

The dynamics of queues have been analyzed by using steady-state mathematics.

Essentially, it is purely a mathematical approach that is employed in the waiting line

analysis. While various models constitute several queuing systems such queuing processes are

described by using the Kendall-Lee (1953) notation which uses mnemonic characters that

specify the queuing system:

A/B/C/D/E/F

– A: Specifies the nature of the arrival process.

– B: Specifies the nature of the service times.

– C: Specifies the number of parallel servers

– D: Specifies the queue discipline.



– E: Specifies the maximum number of entities in the system.

– F: Specifies the size of the population from which entities are drawn.

Characteristics of a queuing process

The queuing theory considers mainly six general characteristics of any queuing

processes:

i) Arrival pattern of customers: inter-arrival times most commonly fall into one of the

following distribution patterns: A Poisson distribution, a Deterministic distribution, or a General

distribution. However, inter-arrival times are most often assumed to be independent and

memory less, which is the attributes of a Poisson distribution.

ii) Service pattern: the service time distribution can be constant, exponential, hyper

exponential, hypo-exponential or general. The service time is independent of the inter-arrival

time.

iii) Number of servers: the queuing calculations change depends on whether there is a single

server or multiple servers for the queue. A single server queue has one server for the queue. This

is the situation normally found in a grocery store where there is a line for each cashier.

iv) Queue Lengths: the queue in a system can be modeled as having infinite or finite queue

length.

v) System capacity: the maximum number of customers in a system can be from 1 up to

infinity. This includes the customers waiting in the queue.

vi) Queuing discipline: there are several possibilities in terms of the sequence of customers to

be served.

 FCFS: First Come, First Served. This is the most commonly used discipline applied in

the real-world situations, such as check-in counters at the airport.

 LCFS: Last Come, First Served. This illustrates a reverse order service given to

customer versus their arrival.

 SIRO: Service in Random Order.

 PD: Priority Discipline. Under this discipline, customers will be classified into

categories of different priorities.



List of Variables

The list of variables used in queuing models is give below:

n - No of customers in the system

C - No of servers in the system

Pn (t) – Probability of having n customers in the system at time t.

Pn - Steady state probability of having customers in the system

P0 - Probability of having zero customers in the system

Lq - Average number of customers waiting in the queue.

Ls - Average number of customers waiting in the system (in the queue and in the service
counters)

Wq - Average waiting time of customers in the queue.

Ws - Average waiting time of customers in the system (in the queue and in the service counters)

λ - Arrival rate of customers

μ - Service rate of server

ρ - Utilization factor of the server

M - Poisson distribution

N - Maximum numbers of customers permitted in the system. Also, it denotes the size of
the calling source of the customers.

GD - General discipline for service. This may be first in first – serve (FIFS), last-in-first
serve (LIFS) random order (Ro) etc.

Classification of Queuing models

Generally, queuing models can be classified into six categories using Kendall’s notation with

Five parameters to define a model. The parameters of this notation are

a- Arrival rate distribution i.e. probability law for the arrival /inter – arrival time.
b- Service rate distribution, i.e. probability law according to which the customers are being
served.
c - Number of Servers (i.e. number of service stations)



d - Service discipline
e - Maximum number of customers permitted in the system.

A queuing model with the above parameters is written as (a/b/c : d/e)

Model 1 : (M/M/1) : (∞/ FCFS) Model

In this model

(i) the arrival rate ( λ) follows Poisson (M) distribution.
(ii) Service rate (μ), service times follow exponential distribution (M)
(iii) Number of servers is 1
(iv) Service discipline is general disciple (i.e. FCFS)
(v) Maximum number of customers permitted in the system is infinite (∞)

List of Equations (without proof) under Model I

1. Utilistion parameter:

2. Probability that the system is idle:

=

3. Expected number of customers in the system:

=

4. Expected number of customers waiting in the queue:

=

5. Expected length of non empty queue :

=

6. Expected waiting time in queue :



=

7. Expected time a customer spends in the system :

=

8.  Probability that there will be ‘k’ or more units in the system :

9.  Probability that a customer shall wait for more than ‘t’ times in the queue

=

Problem 1:-

The arrival rate of customers at a banking counter follows a poisson distibution with a mean of
30 per hours. The service rate of the counter clerk also follows poisson distribution with mean of
45 per hour.

a) What is the probability of having zero customer in the system ?
b) What is the probability of having 8 customer in the system ?
c) Find Ls, Lq, Ws and Wq

Solution

Given arrival rate follows poisson distribution with mean =30

λ= 30 per hour

Given service rate follows poisson distribution with mean = 45

μ = 45 per hour

Utilization factor

= 30/45

= 2/3

= 0.67



a) The probability of having zero customer in the system = 1

= 1- 0.67 = 0.33

b) The probability of having 8 customers in the system =

= 0.0130

c) = = 2 customers

= =  1 customer

= = 0.0666 hour

=

Problem 2:-

XYZ Tailoring house has one tailor specialized in men’s shirts. The number of customers

requiring stitching of shirts appears to follow Poisson distribution with mean arrival rate of 12

per hour. Customers are attended to tailor on a first cum first served basis, and they are willing to

wait for service if there be queue. The time tailor takes to attend a customer is exponentially

distributed with a mean of 4 minutes. Required

i) The utilization parameter

ii) The probability that the queuing system is idle.

iii) The average time the tailor is free on 8 hour working days.

iv) What is the probability that there shall be 5 customers in the shop?

v) What is the number of customers in the shop?

vi) What is the number of customers waiting for tailor’s services?

vii) What is the expected length of non empty queue?

viii) How much time a customer should expect to spend in the queue?

ix) How much time should a customer expect to spend in the shop?

x) What is the probability that a customer shall spend more than 10 minutes.



Solution

Given, λ= 12 customers per hour,      μ= 15 customers per hour

i) Utilization parameter:

= 0.8

ii) The probability that the queuing system is idle:

= = 0.2

iii) The average time the tailor is free on 8 hour working days

= * No of hours = 0.2*8 = 1.6 hours

iv) The probability that there shall be 5 customers in the shop

Pk= ( ) * = ( 1- 0.8)* (0.8)5 = 0.0655

v) Expected number of customers in the shop

= = 4 customers

vi) Expected number of customers waiting for tailor’s services

= = 3.2 costomers

vii) The expected length of non empty queue

= = 5 customers

viii) Expected time a customer should expect to spend in the queue

= = 16 minutes

ix) Expected time a customer should expect to spend in the shop

= = 20 minutes



x) Probability that a customer shall spend more than 10 minutes

=  0.8 * e- 10/20 = 0.49

For further practice, please refer

1. Operations Research- Theory and Applications – J.K.Sharma

2. Operations Research- Problems and Solutions – V.K.Kapoor
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SEQUENCING PROBLEMS

In this chapter, we shall try to determine an appropriate order(sequence) for a series of jobs to be
done on a finite number of service facilities in some pre-assigned order, so as to optimize the
total cost(time) involved.

Sequencing technique deals with the problem of preparing optimal time table for jobs,
equipments, people, materials, facilities and all other resources that are needed to support the
production schedule. The objective is the minimization of the total elapsed time between the
completion of first and last job in a particular order.

It gives us an idea of the order in which things happen or come in event. Suppose, there are n
jobs(1,2,3……n), each of which has to be processed one at a time at m machines(A,B,C….).The
order of processing each job through each machine is given. The problem is to find a sequence

among ( number of all possible sequences for processing the jobs so that the total elapsed

time for all the jobs will be minimum.

Terminology and Notations:

The following are the terminologies and notations used in this sequencing problem:

Number of machines: It means the service facilities through which a job must pass before it is
completed.

Processing order: It refers to the order (sequence) in which various machines are required for
completing the job.

Processing Time: It means the time required by each job to complete a prescribed procedure on
each machine.

Idle time on a machine:. This is the time  for which a machine remains idle during the total
elapsed time. During the time, the machine awaits completion of manual work. The notation

is used to denote the idle time of a machine j between the end of the (i-1) th job and start of

the i th job.

Total elapsed time: This is the time interval between starting the first job and completing the last
job, which also includes the idle time, if it occurs.

No passing rule: It means, passing is not allowed.  i.e maintaining the same order of jobs over

each machine. If each of N jobs is to be processed through 2 machines and in the order
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, then this rule will mean that each job will go to machine first and then to . If

a job is finished on , it goes directly to machine , if it is free, otherwise it starts a

waiting line or joins the end of the waiting line, if one already exists. Jobs that form a waiting

line are processed on machine when it becomes free.

Principal Assumptions:

i) The processing time on different machines are exactly known and are independent of the
order of the jobs in which they are to be processed.

ii) No machine can process more than one operation at a time.
iii) Each operation once started must be performed till completion.
iv) Each operation must be completed before starting any other operation.
v) Time intervals for processing are independent of the order in which operation are

performed.
vi) There is only one machine of each type.
vii)A job is processed as soon as possible, subject to the ordering requirement.
viii) All jobs are known and are ready for processing, before the period under

consideration begins.
ix) The time required to transfer the jobs between machines is negligible.

TYPE-1: PROBLEMS WITH n JOBS  THROUGH TWO MACHINES

The algorithm, which is used to optimize the total elapsed time for processing n jobs

through two machines is called ‘Johnson’s algorithm’ and has the following steps:

Consider n jobs (1,2,3….n) processing on two machines A and B in the order AB.
The processing periods (time) are , and , as

given in the following table.
Machines/jobs 1 2 3 ……. n
A ……
B …….

The problem is to sequence the jobs so as to minimize the total elapsed time.

The solution procedure adopted by Johnson is given below.

Step-1: select the least processing time occurring in the list , and

, .Let this minimum processing time occurs for a job K.
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Step-2: If the shortest processing is for machine A, process the K th job first and place it in the
beginning of the sequence. If it is for machine B, process the K th job last and place it at the
end of the sequence.

Step-3:When there is a tie in selecting the minimum processing time , then there may be three
solutions:

(i) If the equal minimum values occur only for machine A, select the job with larger
processing time in B to be placed first in the job sequence.

(ii) If the equal minimum values occur only for machine B, select the job with larger
processing time in A to be placed last in the job sequence.

(iii)If there are equal minimum values, one for each machine, then place the job in
machine A first and the one in machine B last.

Step-4:

Delete the jobs already sequenced, If all the jobs have been sequenced, go to the next step.

Step-5:

In this step, determine the overall or total elapsed time and also the idle time on machine and B
as follows:

Total elapsed time=The time between starting the first job in the optimal sequence on machine
A and completing the last job in the optimal sequence on machine B.

Idle  time on A=(Time when the last job in the optimal sequence is completed on machine B)-(
Time when the last job in the optimal sequence is completed on machine A)

Idle  time on B

= (When the first job in the optimal sequence starts on machine
B)+

………………………………………………………………………………………………………

Practical Problem:-1

There are five jobs, each of which must go through the machines A and B  in the order AB.
Processing times are given below.

Jobs 1 2 3 4 5

Machine A 5 1 9 3 10
Machine B 2 6 7 8 4
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Determine a sequence for the five jobs that will minimize the total elapsed time.

Solution:

The shortest processing time in the given problem is 1 on machine A. So, perform job 2 in the
beginning, as shown below.

2

The reduced list of processing time becomes

Jobs 1 3 4 5

Machine A 5 9 3 10
Machine B 2 7 8 4

Again the shortest processing time in the reduced list is 2 for job 1 on machine B. So place job 1
as the last.

2 1

Continuing in the same manner, the next reduced list is obtained as :

Jobs 3 4 5

Machine A 9 3 10
Machine B 7 8 4

Leading to the sequence

2 4 1

and reduced list is as follows:

Jobs 3 5

Machine A 9 10
Machine B 7 4

It gives rise to the sequence:

2 4 5 1

Finally the optimal sequence n is obtained as:
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2 4 3 5 1

Therefore, the flow of jobs through machines A and B using the optimal sequence is:

job Machine A Machine B Idle time
In Out In Out A B

2 0 1 1 7 0 1
4 1 4 7 15 0 0
3 4 13 15 22 0 0
5 13 23 23 27 0 1
1 23 28 28 30-28 1

=2 3

From the above table, we find that the total elapsed time is 30 hours and the idle time on machine
A is 2 hours and on machine B is 3 hours.

Practical Problem:-2

Find the sequence that minimizes the total elapse time (in hours) required to complete the
following tasks on two machines.

Task A B C D E F G H I
Machine I 2 5 4 9 6 8 7 5 4
Machine II 6 8 7 4 3 9 3 8 11

Solution:

The shortest processing time is 2 hours on machine-I for job A. Hence, process this job first.

A

Deleting this job, we get the reduced list of processing time.

Task B C D E F G H I
Machine I 5 4 9 6 8 7 5 4
Machine II 8 7 4 3 9 3 8 11
The next minimum processing time is same for jobs E and G on machine II. The corresponding
processing time on machine I for this job is 6 and 7. The longest processing time is 7 hours. So
sequence the job G at the end  and E next to it.

A E G
Deleting the jobs that sequenced, the reduced processing list is:
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Task B C D F H I
Machine I 5 4 9 8 5 4
Machine II 8 7 4 9 8 11

The minimum processing time is 4 hours for job C, I and D. For job C and I , it is on machine I
and for job D , it is on machine II. There is a tie in sequencing jobs C and I. In order to break
this, we consider the corresponding time on machine II, the longest time is 11(eleven) hours.
Hence, sequence job I in the beginning followed by job C. For job D, as it is on machine II,
sequence it last.

A I C D E G

Deleting the jobs that are sequenced , the reduced processing list is:

Task B F H
Machine I 5 8 5
Machine II 8 9 8

The next minimum processing time is 5 hours on machine I for job B and H, which is again a tie.
In order to break this, we consider the corresponding  longest time  on other machine(II) and
sequence the job B or H first.

Finally, job F is sequenced.

The optimal sequence for this job is:

A I C B H F D E G

The total elapsed time and idle time for both the machines are calculated from the following
table:

Task Machine I Machine II Idle time
In Out In Out

A 0 2 2 8 0 2
I 2 6 8 19 0 0
C 6 10 19 26 0 0
B 10 15 26 34 0 0
H 15 20 34 42 0 0
F 20 28 42 51 0 0
D 28 37 51 55 0 0
E 37 43 55 58 0 0
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G 43 50 58 61 61-50 0

11 Hours 2 Hours

Total elapsed time=61 Hours

Idle time for machine I=11 Hours; Idle time for machine II=2 Hours.

TYPE-1: PROBLEMS WITH n JOBS  THROUGH THREE  MACHINES-A,B,C

Consider n jobs(1,2,3…..n) processing on three machines A,B,C in the order ABC. The optimal
sequence can be obtained by converting the problem into a two-machine problem. From this, we

get the optimum sequence using Johnson’s algorithm.

The following steps are used to convert the given problem into a two-machine problem.

Step-1: Find the minimum processing time for the jobs on the first and last machine and the
maximum processing time for the second machine,i.e

find ) ,     i=1,2,3…….n

and

)

Step-2: Check the following inequality

or

Step-3: If none of the inequalities in step 2 are satisfied, this method can not be applied.

Step-4: If at least one of the inequalities in step 2 is satisfied, we define two machines G and H,
such that the processing time on G and H are given by,

= , i=1,2,3….n

= , i=1,2,3….n
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Step-5: For the converted machine G and H, we obtain the optimum sequence using two machine
algorithm.

…………………………………………………………………………………………………

Practical problem-1:

A machine operator has to perform three operations, turning , threading and knurling, on a
number of different jobs. The time required to perform these operations(in minutes) on each job
is known. Determine the order in which the jobs should be processed in order to minimize the
total time required to turn out all the jobs. Also find the minimum elapsed time.

Job 1 2 3 4 5 6
turning 3 12 5 2 9 11

threading 8 6 4 6 3 1
knurling 13 14 9 12 8 13

Solution:

Let us consider three machines as A,B and C

A=Turning , B=Threading, C= Knurling

Step-1:

)=(2,8)

)=8

Step-2:

=8

=8 =8  is satisfied.

we define two machines G and H

such that , =

=
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Job 1 2 3 4 5 6
G 11 18 9 8 12 12
H 21 20 13 18 11 14

We adopt Johnson’s algorithm steps to get the optimum sequence.

4 3 1 6 2 5

In order to find the total elapsed time and idle time for machine A,B and C,

Job Machine A Machine B Machine C Idle time
In Out In Out In Out A B C

4 0 2 2 8 8 20 - 2 8
3 2 7 8 12 20 29 - - -
1 7 10 12 20 29 42 - - -
6 10 21 21 22 42 55 - 1 -
2 21 33 33 39 55 69 - 11 -
5 33 42 42 45 69 77 3 -

77-42 (77-
45)+17

-

35 49 8
Total elapsed time=77 minutes

Idle time for machine A=35 minutes; Idle time for machine B=49 minutes;

Idle time for machine C=8 minutes.

Study material prepared by Dr S.P.Ray

For further practice, please refer

1. Operations Research- Theory and Applications – J.K.Sharma
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2. Operations Research- Problems and Solutions – V.K.Kapoor
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