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Dear Students,

Hope you, your parents and other family members are safe and secured. We are going
through a world-wide crisis that seriously affects not only the normal life and economy
but also the teaching-learning process of our University and our department is not an

exception.

As the lock-down is continuing and it is not possible to reach you face to face class
room teaching. Keeping in mind the present situation, our esteemed teachers are trying
their level best to reach you through providing study material cum lecture notes of
different subjects. This material is not an exhaustive one though it is an indicative so
that you can understand different topics of different subjects. We believe that it is not the

alternative of direct teaching learning.

It is a gentle request you to circulate this material only to your friends those who are
studying in Semester 1l (2020).

Stay safe and stay home.

Best wishes.
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[ Module I: Linear Programming Problem }

The topic we have already covered:

1. Basicideaof Linear Programming Problem (LPP)
2. Formulation of LPP- (a) Maximisation and (b) Minimisation Type Problems
3. Solution of LPP:
» Graphical Method:
(a) Solution of Maximisation Type LPP through Graphical Method
(b) Solution of Minimisation Type LPP through Graphical Method

0 Simplex Method

In class lectures | have discussed that it is not possible to obtain graphical solution to the LPP of
more than two variables. On graph paper, only two variables can be accommodated. The analytic
solution is also not possible because the tools of analysis are not well studied to handle inequalities.
The most commonly used method for finding out the optimal solution to LPP is the ssmplex method
which was developed by G. Dantzig in 1947.

The simplex method is a computational procedure i.e. an agorithm for solving linear
programming problems. It is an iterative technique of optimisation. The simplex method consists
of:

(i) Finding atria basic feasible solution (extreme point) to the constraint equations.

(i) Testing whether theinitial basic feasible solution (IBFS) is optimal or not.

(iii) Improving, if required, the first trial solution by set of rules and repeating the process until we
reach an optimal solution.

> The Simplex Method for Maximisation Problems:
Question No. 1.
Solve the following using Simplex Method:
Maximise Z = 8X; + 16X»
Subject to,
X1+ X5 <200
X, <125
3X1 + 6X5 <900
X1 and Xp, =20
Solution:
Introducing necessary slack variables, the given L PP becomes:
Maximise Z = 8X; + 16X, + 0S; + 0S; + 0S;
Subject to,
X1+ X2+ S =200
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Xo + S =125
3Xq + 6X5 + S5 =900
X1, X2, 51, Sand S =20
SIMPLEX TABLEAU-I (i.e. INITIAL SIMPLEX TABLEAU)

C; (Contribution per unit) 8 16 0 0 0 Minimum
Basic Basic Basic Ratio or
Variable . Variable Replacement
Coefficient Var(lg)bles Value X1 X2 S1 S s Ratio
(Ce) b (=Xg)
0 S 200 1 1 1 0 0 200/ 1 =200
0 S 125 0 0 1 0 |125/1=
0 S 900 3 6 0 0 1 900/ 6 = 150
Z; 0 0 0 0 0
Net Evaluation Row or Net
Contribution Per Unit 8 16 0 0 0
i.e. AJ’ = (Cj - Zj)
T

Since al the values of C; — Z;j row are not either zero or negative, the above solution is not optimal.
In order to obtain optimal solution we need to improve the above till al the values of C; — Z; row
are either zero or negative (This is the rule for having optimal solution in case of a maximisation
type of LPP). Since it is a maximisation type LPP, the C; — Z; row element having the maximum
value shall be considered to find out key column. Here 16 in NER is the maximum value. Now
each element of basic variable value is divided by corresponding element in key column in order to
find out minimum ratio. The minimum ratio is the minimum value among the all elements. Here it
is determined as 125. The row corresponding to 125 i.e. minimum ratio is termed as key row or
pivot row. The element falling in the intersection of key row and key column is caled the key/
pivot element. Here it is “1”. In the next tables, we will find out the optimal solution.

€) Ne ey Row Element =

_ old Kkey Row Element

Key Element

(In Simplex Tebleau I, the key element is@ i.e. intersection value of Key Row and Key
Column). The Sky Blue colour column is Key Column and Saffron Colour row row is Key RowRow.

(b) Other than Key Row Element =
Correspondinding Key Cloumn Value

Old Row Element (-) Corresponding Key Row Element x v~Key Element |

= Old Row Element () Corresponding Key Row Element x Fixed Ratio
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SIMPLEX TABLEAU- II

C; (Contribution per unit) 8 16 0 0 0 Minimum
Ba}sic Basic quic Ratio or
(Ce) b (=Xg)
0 S 75 1 0 1 -1 0 75/1=75
16 Xo 125 0 1 0 1 0 125/0=-
0 Ss 150 0 0 -6 1 | 150/3=
Z; 0 16 0 16 0
N =(C-2) 8 0 0 - 16 0
T

Since all the values of C; — Z; row are neither zero nor negative, the above solution is also not an
optimal solution. We need another iteration to find out optimal solution, which is shown in next

table.
SIMPLEX TABLEAU- I11
C; (Contribution per unit) 8 16 0 0 0 Minimum
Ba_lsic Basic Ba_lsic Ratio or
it | Ve VIR x| x| s | s s | R
(Ce) b (=Xg)
0 S 25 0 0 1 1 -1/3
16 Xo 125 0 1 0 1 0
8 X1 50 1 0 0 -2 13
Z; 8 16 0 0 8/3
N =(C-2) 0 0 0 0 -8/3

Since al the values of C; — Z; row are either zero or negative, so the above solution is optimal.
Therefore, the optimal solution is X; =50, X, = 125 and Max. Z =8 x 50 + 16 x 125 = 2400.

> Artificial Variable Techniques:

In last LPP, we observed constraints with less than or equal to (i.e. <) type. This property together
with the fact that the right hand side (R.H.S) of all the constraints is non-negative, provide us with a
ready starting initial basic feasible solution (IBFS) that comprises of al slack variables.

But in many LPP, only slack variables cannot provide such a solution, where the left hand side
(L.H.S) of all constraints is of either “2” or “=" type. In such a case, we introduce non-negative
artificial variables to the left hand side. The purpose of introducing artificial variables is just to
obtain an initial basic feasible solution (IBFS). However, since such artificial variables have no
physical meaning in the origina model (hence the variables are called artificia variables),
provisions must be made to make zero level at the optimum iteration. In other words, we use them
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to start the solution and abandon them once their work has been over. There are two methods for
removing artificial variables from the solution:

(@) Big ‘M’ Method or Method of Penalty due to A. Charnes
(b) The Two Phases Simplex Method due to Dantzig, Orden and Wolfe.

Here, we will restrict our discussion to only Big M Method.
BigM Method:

It has already been discussed since artificial variables do not represent any quantity relating to the
decision problem, they must be driven out of the system and must not show in the final or optimal
solution. This can be done by assigning an extremely high cost to them. Generally a value ‘M’ is
assigned to each artificial variable, where M represents a number higher than any finite number.
That is why the method of solving problems where artificial variables are involved are termed as
the Big-M Method.

Thus, when the LPP is of minimisation type, we assign in the objective function a coefficient of
+ M to each of the artificial variables. On the other hands LPP with objective function of
maximisation type, each artificial variable introduced has a coefficient — M.
» The Simplex Method for Minimisation Problems:

Question No. 2:
Solve the following using Simplex Method:

Minimise Z = 2X; + 8X»
Subject to,
5x; + 10X, = 150

X1 £20
Xo214and X1 20
Solution:

According to the above constraints, the variable X, will have minimum value = 14. Therefore, let us
assume that X, = 14 + X,'. Hence the given LPP can be re-written as:

Minimise Z = 2X; + 8(14 + Xp') = 2X + 8Xp'+ 112
Subject to,

5X; + 10(14 + X,') = 150

or, 5X1 + 10X,'= 10

X1 =20

X1 and Xp' =0

Introducing necessary slack variable S; and artificial variable A;, the given LPP becomes:
Minimise Z = 2X1 + 8Xo'+ 0S; + MA; + 112
Subject to,

5X1 + 10X,'+ A; =10

X1+$5=20
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X1, X2, S1and A; 20
SIMPLEX TABLEAU-1 (i.e. INITIAL SSIMPLEX TABLEAU)

C; (Contribution per unit) 2 8 0 M Mini
: : inimum
variab Basic | oo Ratioor
ariable . ariable '
Coefficient Var(lg)b eS| “Value X1 X2 S1 Ay Repllqa:te;r:mt
(Cs) b (=Xs)
M A1 10 5 10 0 1 10/10=[1
0 S 20 1 0 1 0 20/0 = -
Z; 5M 10M 0 M
Net Evaluation Row (NER) or A = o_5M | 8- 10M 0 0
(Ci-2)
)

The rule for optimisation in case of minimisation problem is that all values of NER i.e C; — Z; are
either zero or positive. But in the above solution, two valuesin NER are negative (i.e. 2- 5M and 8
— 10M). Therefore, the above solution is not an optimal solution. We need to further improve the
initial basic feasible solution (IBFS) in the next iterations.

Out of these two negative values, the minimum value is 8 - 10M. The column containing 8 — 10M
valueisreferred to as Key Column and marked by upper arrow.

SIMPLEX TABLEAU- Il

C; (Contribution per unit) 2 8 0 M Minimum
VSra;Sat():le Basic Vgreilsakfle R R|atio Or
. ' t
Cosfficient Var('Ba)b'&‘ Value X1 2 > A epRaact?:en
(Ce) b (=X&g)
8 X' 1 1 0 1= 12= 2
0 S 20 1 0 1 20/1=20
Z 4 8 0
A =(C - Z) -2 0 0
T

The above solution is aso not optimal since one C; — Z; row contains negative value. Therefore, the
solution needs further improvement with the help of following table:

SIMPLEX TABLEAU- I11

2 X1 2 1 2 0
0 S, 18 0 -2 1
Z 2 4 0

A=(G-2Z)| O 4 0

The dl the values of C; — Z; row are either zero or positive, so the above solution is optimal.
Therefore, the optimal solutionisX; =2, X' = 0andMin.Z=2x2+8x 0+ 112 =116.
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SIMULATION

19.1 INTRODUCTION g
In previous chapters we have discussed a number of analytlcl::l. lfli?:])d:v o(gfi [;r;fltilrll::s)w:;cgrc;ml: an
optimal solution to 2 given problem. However, there are certal ) i o ugh
mathematical in nature involve variables whose values are deterrr'111-1ed by chance. Thus solution to problems
in such cases is obtained in terms of expected (maximum or minimum) -pay-off vah’le. .

Simulation is a numerical solution method that seeks optimal alternatives (strateg1e§) through a trlal.and
error process. The simulation approach can be used to study almost any problem that 1r_1volves uncertainty,
i.e. problems where probability distribution of variables is known in advance or'spemﬁed can be solved
by this technique. However, simulation approach requires an analogous physical model to represent
mathematical and logical relationship among variables of the problem under study. After having constructed
the desired model, the simulation approach evaluates each alternative (measure of performance) by
generating a series of values of random variables on paper over a period of time within the given set of
conditions or criteria. This process of generating series of values one after another to understand the
behaviour of the system (operational informations) is called executing (running or experimenting) model
on computers. ' ' ' ' A ' Lozl 1

It is the availability of computers which makes it possible to deal with an extraordinarily large quantity
of details which can be incorporated into a model and the ability to manipulate the model over many
experiments (i.e. replicating all the possibilities that may be imbedded in the external world and events would
seem to recur). The use of the word simulation can be traced to the mathematicians Von Neumann and Ulam
in the late 1940s when they developed the term Monte Carlo analysis while trying first to break the casino
at Monte Carlo and subsequently, applying it to solution of nuclear shielding problems that were either
ttzghs;((:::sive for physical experimentation or too complicated for treatment by known mathematical

An agreed definition for the world simulation has not been reached so far, however few definitions are
stated as: £ ' '

* A simulati e i
lation of a system or an organism is the operation of a model or simulator which is @

representati :
presentation of the system or organism. The model is amenable to manipulation which would

be impossible, 1o -
» 0 ex, e ' 4 . . I
of the model can pe Sp nsive or unpractical to pérform on the entity it portrays. The operation

can be inferreq tudied and for it, properties concerning the behaviour of the actual sySfe’l"(
' — Shubi

This definition {
iIs b
models, etc, In thig r\(,) ad enough to be a

; lied e e . i
lew simulation inv(ﬁp qually to military war games, business games, economic

. - I using iterationg or
Imulation js the pro
Ihl:S' model for (he
Criterion or gep of

ves logical and mathematical constructs that can be manipulated
successive trials.

cess o de o : .
P"’POSJ; o;flgl::gfr; :’:‘;C.{el of a real system and conducting experiments with
criteria) for the Operatimg the behaviour (within the limits imposed by @

on of the system. — Shannon

on a digital compute
°
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; { ] ; Simulation ‘vz
. Simulation 1s a numerical ’GChm’qu 2 T .
. > COn
involves certain types of mathematical an
behaviour and structure of a complex real

d
i ‘;g"f’g lexl')erh'nenrs on a digital computer, which
£y Icgizca relationships necessary to describe the
rid system over extended periods of time.
pew other definitions of simulation are as under: - ~ Navlor et o
wx simulated Y" is true if and only if '
@M X and Y are formal systems,
(i) Y is taken to be the real System

(?") )7{] is talken to b;e an approximation to the real system, and
he rules Q dity | '
(iv) f validity in X are non-error-free, otherwise X will become the real system.

imulation is the u
S d y se of a system model that has the designed characteristics of reality in order
to produce the essence of actual operation. . __ Churchman

For operations research, simulation is a problem solving technique which uses a computer-aided
experimental approach' to study problems that cannot be analysed using direcf and formal analytical,
methods. As a result simulation can be thought of as a last resort technique. It is not a technique which
should be applied in all cases. However, Table 19.1 highlights what simulation is and what it is not.

Table 19.1 Simulation what it is/not

S P
It is It is not
. a technique which uses computers. « an analytical technique which provides exact
% , “solution.
o an approach for reproducing the processes |e @ programming language but it could be progra-
by which events of chance 'c}'nd change are ammed into a set of commands which can form 2
created in a computer. language to facilitate the programming of simulation.

o a procedure for testing and experimenting
on models to answer what if....ces , then so

and so......types of questions. |
nsive method of performing ‘experiments’ on the computer.

Simulation is a fast and relatively inexpe

For example,
termining the optimal replenishment policy arises due t0 the

tead of manually trying out the three
period of one year and then selecting
d obtain the results in a very short

1. In inventory control, the problem of de : o
probabilistic - (stochastic) nature of demand and lead time. Tlms,fms
replenishment alternatives for each Jevel of demand and lead time for ,an
the best one, we process data (called experiment) On the computer &

time at a very small cost.

2. In queuing theory, the problem 0 :
e facilities in the SY: : babilistic 1 i _
service facilities in the system arises due t0 the pro o ead of oying out i L O it

. . er. Thuss .
and the time taken to complete service 10 the custom < data,on computers and obtain the expected

h

d . . - m, Weé PI‘OCCSSt ) : . s :

vi{a to design a single server queuing system, ystem such as idle ime of servers, average waiting time,
ue of various characteristics ©

f the queuing S
Quey ,
e length, etc. 1o written and fi

. _ re
X Unlike various analytlca' methods Fherf t?on
Simulation models. Each applicaﬁon of simu®

ne cost -of waiting against the cost. of idle time of

‘ot D &~
f balancin® ature of the mter-arrival times of customers

xed rules to guide the formulation of

is different from the other and ad hoc to a large extent.
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19.2 STEPS OF SIMULATION PROCESS
The process of simulating a system consists of following steps:

Step1 Identify the problem
m the determination of the

If any inventory system is being simulated, then the problem may conce
Y A - Is up to the reorder level

size of order (number of units to be ordered) when inventory level fal
(point).
Step2 (a) Identify the decision variables ‘

(b) Decide the performance criterion (objective) and decision rules

In the context of the above defined inventory problem, the demand (consumption rate), lead time and safety
stock are identified as decision variables. These variables shall be responsible to measure the performance
of the system in terms of total inventory cost under the decision rule—when to order.

Step3 Construct a numerical model

A numerical model is constructed to be aﬁalysed on the computer.,'Sometimes the model is written in a
particular simulation language which is suited for the problem under analysis.
Step4 Validate the model

Validation of the model is necessary to ensure whether it-is truly representing the system being analysed
and the results will be reliable. ’
Step 5 Design the experiments.

Conduct experiments with the simulation model by listing specific values of variables to be tested (i.e. list
courses of action for testing) at each trial (run).

Step 6 Run the simulation model

Run the model on the computer to get the results in the form'of operating characteristics.
Step 7 Examine the results .

Examine the results of problem as well as their reliability and correctness. If the simulation process is
complete, then select the best course of action (or alternative) otherwise make desired chanees in model
decision variables, parameters or design, and return to Step 3. N

The steps of simulation process are also shown'in Fig. 19.1,

19.3 ADVANTAGES AND DISADVANTAGES OF SIMULATION
Advantages

1. This approach is suitable to analyse large and co -li i

L e 1 SAEl y g mplex real-life problems which cannot be solved by

2. Simulation allows the decision-maker to study the interactive system variables and the effect of changes

in these variables on the system performance in order to determine the desired one S ok

3. Simulation experiments are done with the model, not on the system itself, It l. 1l includ

additional information during analysis that most quantitative models do no't pe?ni(i)t al:v:)stht;' Tvi):dse
. H

simulation can be used to experiment on a model of a real situation wj .
without j : L
on the system. ncurring the costs of operating
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| Identify the problem

A
|dentify decision variables, performance
criterion and decision rules

] Y
‘ | Construct simulation model

A

| Validate the model

_ Design experiments (specify values. - - | = it
of decision variables to be tested). i . Modify the model by changing
: ~ the input data, i.e. values of

decision variables

A 4
Run or conduct the .
simulaticn

¥ B . -
iy B A C N
Is simulation process completed .

v

Yes

v
Examine the results and
select the best course of action

Fig. 19.1 - Steps of Simulation Process
test to try out new policies and decision rules for operating a

the real system.
come intractable or fail.

4. Simulation can be used as a pre-service
¢ : : . Rl
ystem before running the risk of experimentation 1n
5. . i

The only ‘remaining tool’ when all other techniques be

Disadvant
ages
a long time to develop. For example, a corporate

also.
peated runs. This means it does

kk . ] .
o Sﬂmet:mes simulation models are expensive and take -
Aning model may take a long time to develop and prove expensive

i;)tlt is the trial and error approach that produce different solutions in e
Egeflllerate optimal solutions to problems.
- Each application of simulation is ad hoe to a great extent. ,
 The Simulation model does not produce answers by itself. The user has to provide all the constraints
or : K
the solutions which he wants to examinc.
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19.4 STOCHASTIC SIMULATION AND RANDOM NUMBERS | | X
g : iy distributi numerically outcomes in a sample space by
In simulation, probability distributions are used to depf'-l(:‘reexample, i you flip a coin, the sample space

assigning a probability to each of possible outcomes. & with some probability, reflecting the
{H, T} is the set of possible outcomes. Each outcome can 0cC ¢ chance: Th: statisiice, these
element of chance. A random variable assigns a number to this element of ch ot i
! - : del. but in-simulation these variables
numbers are estimated to assess the uncertainty inherent in the mo , i, defined in a model
are controlled numerically and used to mimic these elements of uncertainty which are de e
s . : ith same frequency as those encountered in
This is done by generating (using the computer) outcomes Wit ame. B e )
the process being mimicked (simulated). In this manner many experiments (also call'e‘ S”c’;'u a éo -runs c]an
be performed, and leading to a collection of outcomes that have a frequency (probability) distribution similar
to that of the model you wish to study. o
To use simulation, it is first necessary that you learn how to generate the sample random events that
make up complex models. Once this is done, it is possible to use the computer to reproduce the.process
through which chance is generated in real life. In this manner a problem can be evaluatefl that_involves
many interrelationships for their aggregate behaviour and assess this behaviour as a function of a set of
given parameters. Thus process generation (simulating chance processes) and modelling are the two
fundamental techniques that we need in simulation. I
The most elementary and important type of process is the random process, which requires for its
simulation the selection of samples (or events) drawn from a given distribution so that repetition of this
selection process will yield a frequency distribution of sample values that faithfully matches the original
distribution. When these samples are generated through some mechanical or electronic means, they are
pseudo random numbers (for they are not really random since they are generated by a machine). Alternately
it is possible to use table of Random Numbers where the selection of number in any consistent manner
will yield numbers. that behave as if they were drawn from a uniform distribution.
There are several ways of generating random numbers such as: Random numbers generator (which
a:e inbuilt feature of spread sheets and many computer languages) tables (see appendix), a roulette wheel,
etc.

—

Random numbers between 00 and 99 are used to obtain values of random variables that have a known
discrete probability distribution in which the random variable of interest can assume one of a finite number
of different values. In some applications, however, the random variables are continuous, that is, they can
assume any real value according to a continuous probability distribution. For example, ’jn queui’ng theory

applications, the amount of time a server spends with a customer i .
’ Lo B A . Is such a randor i i
follow an exponential distribution, m variable which might

19.4.1 Monte Carlo Simulation

from probability distribution b
. Y means of random numbers, In case it i i i
In terms of standard probability distribution such as normal, p Bk iSO eSutibS & At

- probability distribution can be constructed, 0150n, exponential, gamma, etc. an empirical

The Monte Carlo simulation technique consists of following ste

; - ps:
(D Setting up a probability distribution for var:
r s N or variables to

(i) Building a cumulative probability distribution for Eac]?e analysed, _

(iii) Generate random numbers. Assign an random variable,

: appropriate set , :
range (interval) of values for each random variable of random numbers to represent value or
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jy) Conduct the simulation experiment by means of random sampling

V) RCPF:“ :rt‘t;pi:; ull;:nll tl:e required number of simulation runs has been generated.
(vi) Design plement a course of action and maintain control

(942 pandom Number Generation

Monte Carlc; Sl?;:ui?mt(l)zl;i;eql:;m; the generatifan of a sequence of random numbers. This sequence of random
qumbers help _ g random observations (samples) from the probability distribution.

) A,{mn.zeuc computation The.nth random number r, consisting of k-digits generated by using
nultiplicative congruential method is given by |

Fp = p.ry_ (modulo m)

Where p and m are posn.ive integers, p <m, r,_,is a k-digit number and modulo m means that r, is the
cemainder when  p.r, 1 is divided by m. This means, r, and p.r, - differ by an integer multiple of m. To
dart the process of generating random numbers, the first random number (also called seed) ro is specified
by the user. Then using above recurrence relation a sequence of k-digit random number with period
p < m at which point the number ry ooccurs again can be generated. ]

For illustration, let p = 35, m = 100 and arbitrarily start with ro = 57. Since m—1= 99 is the 2-digit
number, therefore, it will generate 2-digit random numbers: »

ri = p ro (modulo m) =35 x 57 (modulo 100)
= - 1 - =1,995/100 =95, remainder
ry = p ry (modulo n) =35 x 95 (modulo 100)
i =3,325/100 = 25, remainder
ry = p ry (modulo m) = 35 x 25 (modulo 100)
=875/100 . =75, remainder
The choice of ro and p for any given value of m require great care, and the method used is also not
arandom process because sequence of numbers generated is determined by the input data for the method.

Thus, the numbers generated through this process are pseudo random numbers because these are

reproducible and hence, not random. .
The above defined recurrence relation can also be used to generate random numbers as decimal

fraction between 0 and 1 with a desired number of digits. For this, the recurrence relation u, = r,/m is
Used to generate uniformly distributed decimal fraction between 0 and 1.

®) Computer generator The random numbers that are generated by using computer software are

Wniformly distributed decimal fractions between 0 and 1. The software works on the concept of cumulative

distribution function for the random variables for which we are §eeking to generate random numbers.
For example, for the negative exponential function with density function f(x) = Ae ™, 0 <x <o,

the cumulative distribution function is given by -

I

X —AX -1 -AX
R = | he de=lme

or oM = 1- F(x)
Taki“g logarithm on both sides, W€ have
» Ay = log[1 - F&)
or : - L =— (/) logll - F(x)]
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i i and 1, then the exponen-
If r = F(x) is a uniformly distributed random decimal fractlop between 0 ’ P
tial variable associated with » is given by |
: . replaced by r.
This is an exponential process generator since 1 — r is a random number and can be rep y r
Remark While picking up random numbers from the random number table, the startn;gnpt(l)::ts ::] etl::a ltable
is immaterial. That is, we may start with any number in any column or row, and proceed 1 r 0 l::m
or row to the next number, but a consistent, unvaried (i.e. we should not jump from onebnum ert obantoker
indiscriminately) pattern should be followed in drawing random numbers. If random num ers ::re lg be aken
for more than one concerned variables, then different random numbers for each variable shou e used

because same random numbers could imply dependence among different variables.
A number of process generators for use with a digital computer are shown in Table 19.2.

Table 19.2  Some Process ‘Generators

Theoretical probability Parameters Zis - Process generators
distribution ~ - - I h - for random variable, x

(@ Discrete Random Variables

) S A X—a _x—a+l
Uniform a b =x where <r £———
& co=a . b-a+]

as<x<b, r=random number

Binomial » mp=2X,  where Xj = bonsp
=21 o e a0y > p
P = prob. of Success; n = number of trials:
| - e b
Poisson A=k — 1, _ where E] '——ﬁg"ri <1< é —lOgn‘
| LR WIS R PY
h ' A = mean arri it of ti
®)  Continuous Random Variables S, arf'-Wa! rf_lte p-er § fieg t"'_ﬂe
Uniform 17 a,b =a+(ba)r
Exponential ) ' . A= (=1/A) log r
| (a, u<a
Nomnal 7 .

Wo,ab =u, ha<u<b;y=[(-3 log )" (cos 6283 r,) & + )]
- b, u2b ;- mean, ¢ = standard deviation

195 Sim ULATION OF INVENTORY PROBLEMS
Example 19.1

[/ICWA, Dec. 1990]
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solllﬁon Given that 10 per cent of the total production is defective and 90 per cent is non-defective. If
¢ have IQO random numbers (0 to 99), then 90 or 90 per cent of them represent non-defective products
od remaining 10 (or 10 per cent) of them represent defective products. Thus, the random numbers 00 to
g9 are assigned to_.vanables representing non-defective products and 90 to 100 are assigned to variables
epresenting defective products.

If we choose a set of 2-digit random numbers in the range 00 to 99 to represent a packet of 6 products

s shown below, then we would expect that 90 per cent of the time they would fall in the range 00 to 89.

Sample number | Random number

86 02 22 57 51 68
39 77 - 32 77 09 79
28 06 245 25 93 22
97 66 63 - 99 6. 80
69 30 16 09 05 53
33 63 99 19 87 26
87 14 77 43 96 43 . .
99 53 93 6l 28 52
93 86 52 77 65 15
18 46 237 34 25 85

——TOom@mUOw>

Here it may be noted that out of ten simulated samples 6 contain one or more defectives and 4 contain
no defectives. Thus, the expected percentage of non-defective products is 40 per cent. However,
theoretically the probability that a packet of 6 products containing no defective product is (0.9)° = 0.53144

=53.14%. S
Example 19.2 A bakery keeps stock of a popular brand of cake. Previous experience shows the daily
demand pattern for the item with associated .prob’abilities, as given below:

Daily demand (number)  : 0 10 20 30 40 50
Probability : 0,01 0.20 0.15 0.50 0.12 0.02

Use the following sequence of random numbers to simulate the demand for next 10 days.
Random numbers: | 25,39, 65, 76, 12, 05, 73, 89, 19, 49.

Also estimate the daily average demand for the cakes on the basis of simulated data.
[ICWA, Dec. 1986]

Solution Using the daily demand distribution, we obtain a probability distribution as shown in Table 19.2.

Table 19.2 Daily Demand Distribution

L]

Daily demand Probability Cumulative  Random number

probability interval

0o 0.01 0.01 00
10 0.20 0.21 01 - 20
20 0.15 0.36 21 - 35
30 0.50 0.86 36 — 85
40 0.12 0.98 86 — 97
‘50 0.02 1.00 98 - 99
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Conduct the simulation experiment for demand by taking a sample of 10 random n:xmbersbf;)x: a ta}b}g
of random numbers, which represent the sequence of 10 samples. Each raridom sample num €re Is a
sample of demand.

The simulation calculations for a period of 10 days are g_iven in' Table 19.3.

Table 19.3 Simulation Experiments

Days Random number - Demand

30 - - because 0.36 < 0.40-<0.85
10 because 0.01 <0.19 < 0.20,
40 and so on '
30 .. '

30

30

20.

10

0. . 5

| L.

. Total= 20 “

Expected demand = 220/10 = 22 units per day

O 00~ & U &b LN —
B88BRIBRBS

L e
o

Example 19.3: A book store wishes to carry a particular book in stock. Demand is probabilistic and
replenishment of stock takes 2 days (i.e. if an order is placed on March 1, it will be delivered at the end
of the day on March 3). The probabilities of demand are given below: '

Demand (daily) : = 0 1 g by
Probability : 005 0.10 030 045 010

Each time an order is placed, the store incurs an ordering cost of Rs 10 per order. The store also incurs
a carrying cost of Re 0.05 per book per day. The inventory carrying cost is calculated on the basis of stock

at the end of each day. The manager of the book store wishes to compare two options for his inventory
decision.

A : Order 5 books when the inventory at the beéihniﬁg of
8 books.

B: Order 8 books when the inventory at the beginnin
than 8.

the day plus orders o‘uts‘t'én'ding is less than

g of the day plus orders outstanding is less

Currently (beginning of 1st day) the store has a stock of 8 books plus 6 books ordered two days ago

and expected to arrive next day. Using Monte Carlo simulation for 10 cycles, recommend which option the
manager should choose. ). |

The two digit random numbers are:
89, 34, 78, 63, 61, 81, 39, 16, 13, T3 [ICWA, June 1988]

Solution Using the daily demand distribution, we obtain a probability distribution as shown in Table 19.4.
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Table 19.4 Daily Demand Distribution
Da:ly demand Probability * Cumulative

Random number

probability interval
(1) 8-05 0.05. 00-04
i’y o 0.15 05— 14
0.30 045 15= 44
3 045 090 - 45289
4. 0.10 1.00 90 — 99

Gwen that stock in hand is’ of 8 books and stock on order is 5 books (expected next day)

Table 19.5 Option A

-—-'*""-.'—t

random Demand Closing stock  Receipt Opening Stock on ‘Order Closing

number daily -in_hand a2 stock in hand order quantity stock
89 3 8 - g8 -3 = 6 - 6
34 2 ) 6 6+5-2=9 — U= -
78 3 9 - 9-3=6 - 5 5
63 3 6 6-3=3 5 - 5
61 3 3 — 31137= 0F 5 5 10
81 31 0: " 5 5=3=2" -5 5 10
39 2 2 - 2-2=0 10 - 10
16 2 0 ) 5-2=3 5 - 5
13 1 3 5 5+43-1=7 0 5 5
73 3 7 = 7-3=4 5 - 5

Since 5 books have been ordered four times as shown in Table 19.5, therefore, total ordering cost is

Rs(4x 10)=Rs 40. » ' ,
Closing stock of 10 days isof 39 (=5+9+6+ 3 + 2+ 3 + 7 + 4) books. Therefore, the holding cost

at the rate of Re 0.5 per book per day is Rs 39 % 0.5) = Rs 19.5.
Total cost for 10 days = Ordering cost + Holding cost = Rs (40 +'19.5) = Rs '59.5.

Table 19.6 Option B

Random Demand Closing stock Receipt Ope."”zg - S“’C/; on 0”’?: Cl:)sit;cg
w daily in hand 5tcck in. Vakn cacer quantity stoc

89 3 8 » - §-3=35 e B 6

34 2 5 6 6 +5- = 9 " - =

It 3 9 - 9-3=6 o : 8

63 3 6 - 6-3=3 8 ~ 8

61 3 3 - 3-3=10 0 o 8

8] " . g ngir0-3°3 x 8 :

3 3 5 ~ 5-2=3 8. o 8

16 5 3 - D ¥ — :

13 : ] g  8+1-1-3 - . -

73 _ 8=-13 = - 8 8
~~__ 3 8 —
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s as shown-in Table 19.6 when the inventory of books

Since 8 books have been ordered three time 8. Therefore, total or dering cost is:

at the beginning of the day plus orders outstanding is-less than
Rs (3 x 10) = Rs 30. ‘ _
Closing stock of 10 days is of 45 (=5+9+6+3+5 +3 +1 + 8+ 5) books. s fareitiolCHig cost

Re 0.5 per book per day is Rs (45 x 0.5) = Rs“22.50.

Total cost for 10 days = Ordering cost + Holding cost = Rs 5
than option A, therefore manager should choose option B.

2.50. Since option B has lower total cost

Example 19.4 XYZ spare parts company wishes to determine the levels-of stocfk it should carry.for t;e
items in its range. Demand is not certain and there is a leadrtim'e for.stock replenishment. For one item X,

the following information is obtained: . = -~ . - . .
Demand (units/day) 30 4 S 6 7
Probability Si010 . 020 0.30 030 - 0.10
Carrying cost (per unit/day) : Rs2 ' '
Ordering cost (per order) » - Rs 50
Lead time for replenishment  : - 3 days

Stock on hand at the beginning of the simulation exercise was 20 units.
Carry out a simulation run over a period of 10 days with the objective of evaluating the inventory rule:
Order 15 units when present inventory plus any outstanding order falls below 15 units.

The sequence of random numbers to be used is: 0, 9, 1, 1, 5, 1, 8, 6, 3, 5 7, 1, 2, 9 using
the first number for day one. T

Solution Let us begin simulation by assuming that
(i) orders are placed at the end of the day and received after 3 days at fhé end of the day
(if) back ‘orders are accumulated in case of short supply and are supplied when stock is available.

The cumulative probability distribution and the random n

Table 19.7. umber range for daily demand is shown in

Table19.7 Daily Demand Distribution

Daily demand Probability Cumulative probability Random num b er range

3 0.10 0.10

4 020 ; 030 g? S5
5 0.30 0.60 03 - 05
6 0.30 0.90 06v |
7 0.10 1,00 0 -

The results of the simulation experiment conducted are shown in Table 19.8
€ 19.8.
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Table19.8 Simulation Experiments

/ )
s Opening Rancfbom Resulting Closing Order ~ Order Average stock
stock numober demand stock placed  delivered in the evening

/T 0 3

| : 17 : - - : 19.5

2 17 gantadur 7 0 - o 15 - . sutg, 135

3 10 1 4 6 _ . 8

4 6 : 4 O S o 4

5 2 B 5 0 (- 3)* 15 15 1

6 2 ‘ 4 8 M s ‘ 10

7 8 8 6 2 _ = 6

8 2 6 6 0 (-4 5 15 1

9 1 3 5 6 . = 8.5

10 6 =] 5 1 = = 35

——

' Negativé figurc indicates back orders.
Average ending stock = 78/10 = 7.8 units/day
Daily ordering cost = (Cost of placing one order) ' (Number of orders placed per day)
- =50x3=Rsls0
Daily carrying cost = (Cost of carrying one unit for one day) x (Average ending stock)
SN  =2x78=Rs15.60 ) .
Total daily inventory cost = Daily ordering cost + Daily carrying cost = 150 + 15.60 = Rs 165.60.

Example 19.5 The manager of a warehouse is interested in designing an inventory control system for one
of the products in stock. The demand for the product comes from numerous. retail outlets and orders arrive
receives its stock from the factory but. the lead time is not constant.
The manager wants to determine the best time to release orders to the factory so that stockouts are
minimised yet inventory holding costs are at acceptable levels. Any order from retailers not supplied on
a given day constitute lost demand. Based on 2 sampling study, the following data are available.

on a weekly basis. The warehouse

Demand per week Probability Lead time - Probability
(in thousand) :
0 020 9 " 030
1 .. 040 3. 040
2 | 030 . ibas i ol 030
3 0.10

The manager of the warehouse has determined the following cost parameters: ordering cost (Co) per
Order equals Rs 50, carrying cost (Cp) equals Rs 2 per thousand units per week, and shortage cost (Cy)
’ o -

®uals Rs 10 per thousand units.
The objective of inventory analysi

s is to determine the optimal size of an order and the best time to
Place an order. The following ordering policy ' :

has been suggested.

Policy: Whenever the inventory level becomes |?SSU1.3'1 or equal to 2,000 units (reorder level); an order
eciual to the difference between current inventory balance and the specified maximum

. its is placed.
replenishment level is equal to 4,000 units 1S P
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: inning i is 3,000 units, (ii) no

Simulate the policy for a week’s period assuming that the (i) begl;‘\?l:"gv::;’;'::;{) ';n as inventory level

back orders are permitted, (iii) each order is placed at the begnpmng 0 : % afe recéiveil atthe beginnite
is less than or equal to the reorder level, and (iv) the replenishment order

of the week. '

: . i ndom numbers
Solution Using weekly demand and lead time distributions, assign an ;;;%r Oss'a:;tsiii;; f ra
to represent value (range) of variables as shown in Tables 19.9 and 19.10, resp

d
Table 19.9 Probabilities and Random Number Interval for Weekly Demand

Weekly demand Probability Cumulative probability ~Random number

] !
(in thousand) interva
0 020 020 00-19
1 040 0.60 . 20 - 59
2 0.30 —~ 090 60 — 89
3 0.10 1.00 - 90-99

Table 19.10 Probabilitics and Random Number Interval for Lead Time

Lead time Probability Cumulative pfobability Random number

(weeks) T o interval
p - 030, i 4 3365030 chy 00 -29
3 v 040 0.70 _ 30 — 69
4 030 w0 70-99

The simulation experiment conducted for 10 weeks period is shown in Table 19.11. The simulation

process begins with an inventory level of 3,000 units. The following four steps occur in the simulation
process. ’

1. Begin each simﬁlation week by checking whether any order has just arrived. If it
beginning (current) stock (inventory) by the quantity received.

2. Generate a weekly demand from the demand probability distribution in Table 19.9 by selection of

a random number. This random number is recorded in column 4. The demand simulated is recorded in
column §. '

The random number 31 generates a demand of 1,000 units when it is subtracted from the initial
ntory level value of 3,000 units, yields an ending inventory of 2,000 units at the end of the fi
3. Compute the ending inventory every week and record it-in column 7.

Ending inventory = Beginning inventory — Demand = 3,000 — 1,000 = 2,000

If on hand inventory is not sufficient to meet the week’s demand,
in column 6.

has, increase the

inve rst week.

then record the number of units short

4. Determine whether the week’s ending inventory has reached the

is no outstanding (back orders), then place an order.
Since ending invento

= 2,000 units is placed.

reorder level. If it has, and if there

ry of 2,000 units is equal to the reorder level, therefore, an order for 4,000 - 2,000
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he Ieadbtii'ne for the new order is simul|
: g . ated .
5] mn 8. Finally, this random number s cmvertby i choosing a random number and recording it in

u A i .
¥ ribution 1N Table 19.10. ed into a lead time (column 9) by using the lead time

dist
random number 29 corr )
: tgz‘lf therefore the holding coZip(?: g\i t: b Iea.d time of 2 weeks. With 2,000 units to be held (carried)
Ic[:)sst Su,mming these cost yields a total inv:eig)ar;l am: iim;e there were no shortages, there is no ShOﬂage
; ne step-by-step pr : cost (column 10) for week one of Rs 54.
The sal P-OY-SI€p process 1s repeated for the remaining 10 weeks of the simulation experiment.

nalysis of Inventory Cost
. 1,000 total unit
age ending inve = = :
Average ENTEES T ntory .. T 10 weeks = 100 units per week.
2 orders
Average number of orders placed = T = 0.2 order per week
10weeks . ;
4 : 7,000
‘Average number of lost sales = 7.000 © 7 units per week.

Total average inventory cost = Ordering cost + Holding cost + Shortage cost L
| ' g = (Cost of placing one order) * (Number of orders placed per

week) + (Cost of holding one unit for one week) x (Average

ending inventory) + (Cost per lost sale) x (Average number of

lost sales per wveek)'
. 100 16 70 ,
L — 4 —+—=10+16+7 =Rs. 186
10 10 10 :
Table 19.11 Inventory Simulation Experiments

Maximum inventory Jevel = 4,000 units Reorder level = 2,000 units

Week Order Beginnihg Random Demand Ending Quantity Random Lead Total cost (TC)
receipt inventory number inventory ordered _number time Co+Cy+C =TC(Ry)
Y 00 200 0® 2 0 4 - =58

0 3,000 31 1,883 A )

2 - i 2, ) I - - - - - -

: g 2,(())00 | 2‘3’ o0 1000 0 - - 0 0 10 =10
s o o om Lo LY 0 5 :;g
6 0 0 s 2000 2000 A0 10
7 0 0 % 1,000 (- 1,000) 0 % —20
8 0 0 &4 2000 (2000 8 6 - =06
9 4000 4000 45 1O 300 e 6 _ =06
00 3000 w

— ’ ‘ 000 . 100 16 70

-et indicalc Joss-of sales.

d i ck
e Negative figures in Table 19.11 enclosed " the bra
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19.6 SIMULATION OF QUEUING PROBLEMS

nute appointments. Some of the .patients take
| work to be done. The following summary
ctually needed to complete the work:

Example 19.6 A dentist schedules all his patients for 30 mi
more or less than 30 minutes depending on the type 9f dental
shows the various categories of work, their probabilities and time a

Category of " Time required Probability
service " (minutes) of category
Filling 45 040
Crown ‘ 60 0.15
Cleaning e - 15 0.15
Extraction 45 0.10
Checkup 5 . 020

Simulate the dentist’s clinic for four hours and determine the average waiting timfe .for the patients as
well as the idleness of the doctor. Assume that all the patients show up at the clinic at. exactly their
scheduled arrival time starting at 8.00 am. Use the following random numbers for handling the above
problem: 40 82 11 34 25 66 17 79 [CA, Nov. 1990]

Solution  The cumulative probability distribution and random number interval for service time are shown
in Table 19.12. '

‘Table19.12
Category  Service time required Probability Cumulative Random number
of service (minutes)  probability interval
Filling 45 040 - 040 00 — 39
Crown 60.., ‘ 0.15 0.55 40 - 54
Cleaning 15 0.15 - 070 55 -69
Extraction 45 0.10 0.80 70 — 79
Checkup 15 ' 020 100 80 —99

The various parameters of a queuing system such as arrival pattern of customers, service time, waiting
time in the context of the given problem are shown in Tables 19.13 to 19.15.

Table 19.13  Arrival Pattern and Nature of Service

Patient Scheduled Random . Category of - Service time
number arrival number service (minutes)
1 8.00 40 - Crown 60
2 8.30 82 Checkup 15
3 9.00 11 Filling 45
4 9.30 34 Filling 45
5 10.00 25 Filling 45
6 10.30 66 - Cleaning 15
7 11.00 17 Filling 45
8 11.30 79 Extraction 45 |
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Table 19.14 Com i i
putation of Arrivals, Departures and Waiting of Patients

Time
_ (Paﬁeftve:zimb : Patient number Waiting
- umber) (Time to exit) (Patient number)
- 800 “1arrive ‘ 1 60
-8.30 . 2 arrive 1%303 : -2- "
9.00 1 departs; 3 arrive 2(15) 3
9.15 2 depart 3 (45)
9.30 4 arrive - 3 (30) ;
10.(30 3 depart; 5 arrive 4 (45) 5
10.30 6 arrive " 4(15) 5,6
1045 4 depart 545) 6
11.00 -7 arrive ks - : |
0 | 5(30) 6,7
11.30 5 depart; 8 arrive —6(15) - 7,8
1145~ 6 depart (! 7(45) 8
12.00 End 7(30) " 2

The dentist was not idle during the entire simulated period. The waiting times for t

- follows:

Table 19.15 Computation of Average Waiting Time

he patients were as

Patient .

“Arrival time

‘Service starts at

Waiting time (minutes)

oosloxm.b-mt\)._'.

The average waiting time = 280/8 = 35 minutes.

Example 19. 7 A firm ha
Pfobablllty dlstrlbutlons

8.00

9.00
9.30
10.00
10.30
11.00
11.30

830

8.00
9.00
9.15
10.00
10.45
11.30
11.45

12.30°

yiq 1

0
“30
15
30
45
60
45
60

280

S-a’ smﬂle channel serv

ice station with the_following arrival and service time

7 o “pr bability Service time Probability
Inter-ar -rival time Pro -
(mmutes) . (minutes)

10 0.10 5 0.08

025 10 0.14

e 0.30 15 0.18

g 025 20 024

» 30 0.14

w A 2 2
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Solution The cumulative probability distributions and random number interval for inter-arrivaj time and
service time are shown in Table 19.19.

Table 19.19

Arrival time Cumulative  Random Service time ~Cumu1ali_ve Random

Minutes  Probability probability  number  Minutes Probability probability r.mmber

‘ interval ( ~. interval

2 0.15 =015 00-14 1 0.10 0.10 00 - 09

4 0.23 0.38 15 -37 3 022 - 032 10 - 31

6 0.35 — 073 - 3872 5 - 035 0.67 32 -66

8 017 : 090<. = 73—89 == T o 0023w 090 - 67 — 89
10 0.10 L 100 - -90-99 9 2010~ ©21.00 90—99

The simulation work sheet developed for the given pfoblém 15 sﬁéwﬁ in"TaBle 1920 )

. Table 19.20
Random Inter- Arrival Service Random-- Service Service: - Waiting time - Line
number arrival time  time starts  nimber ' tine ends  Attendant' Customer length
(1) (min) (min) _ (min.) . - (2) (min.) . (min.) - (min.) (min.)
93 10 910 910 7 7 9l 0 - o
14 hem2 i 1o 192 9:17::071 21631 5 Sl 136922 4 to wissite 5 el
n 6 9.18 0220t v itz oo s 3hoan 19280 g 4 1
10 i Dy 920 925 © 1 ai53iEs i §RNAL 930 1 DG it 5 1
21 4 024 930 o4 5 935 = 6 1
8l 8 --0.32 035 - 42 5. 940 - - 3 ' 1
87 8 9.40 1940 07 1 941 - - =
9 10 9.50 950 v A 5 9.55 9 - —
38 6 9.56 9.56 66 5 10.01 1 = -
Total 56 '

o
|
et

(i) Average queue length = 5/9 = 0.56 = 1 customer (approx.)

(ii) Average waiting time of customer before service = 23/9 = 2.56 minutes.
(i) Average service idle time =" 20/9 = 2.22 minutes. :
(iv) Average service time = 41/9 = 4.56 minutes 12090

(v) Time a customer spends in the system = (4.56 + 2.56) = 7.12 minutes.
(vi) Percentage of service idle time = 20/(20 + 41) = 0.33. &

19.7 SIMULATION OF INVESTMENT PROBLEMS

Example 19.9 The Investment Corporation-wants to study the investment projects based on three factors:
market demand in units; price per unit minus cost per unit and investment required. These factors are felt
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independent of each other. In anal

be i
0 oy _r
follo“’i"g probability distributions: ysing a new consumer product, the Corporation estimates the
"~ Annual de ;
Units P’_l::n:_r Price minus cost per unit Investment required
a
d Rs Probability Rs Probability
20,000 0.0
s kg 13 3.00 010 . 17,50,000 025
30,000 020 A 020 20,00,000 0.50
gt = 700 1040 25,00,000 025
40000 020 10.00 0.10
45,000 0.10 =
50,000 0.05

: Using simulation process, repeat the trial 10 times, compute the return on investment for each trial
taking these- three factors into account. What is the most likely return?

Solution The return per annum can be computed by the following expression

T Return (R) = (Price — Cost) x Number of units demanded

Investment
onding to each of the three factors, an

Developing a cumulative probability distribution corresp
h of the three factors as shown in Tables

appropriate set of random numbers is assigned to represent eac
19.21,19.22 and 19.23. : ;

Table 19.21
Annual demand Probability ~ Cumulative probability  Random number
20,000 005 005 00 — 14
25,000 10,10 0.15 : 05— 14
30000 020 035 ' 1534
35,000 0.30 0.65 35 — 64
40’000 020 0.85 65— 84
‘ 45’000 10.10 - 095 . 85-94
50,000 0.05 | 1.00 95 - 99

Tgble 19.22

= Cumulative Random number

Price minus P '.'Obabimy prObability

\

300 - 10 2 19
500 020 | 030
- 070 20 — 69
00 040 :
7. 0.90 70 — 89
9.00 020 1.00 90 — 99
0.10 '

o e
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Table 19.23

Investment Probability Cumulativé Random number
required probability
17,50,000 025 ‘ 025 00-24
20,00,000 0.50 T 0.75 25-74
25,00,000 025 1.00 75 - 99

simulated return (R) is also calculated by using

The simulation worksheet is prepared for 10 ltrials. The
hown in Table 19.24.

the formula for R as stated before. The results of simulation are s

Table 19.24 _
Trials Random  Simulated ~ Random Simulated Random - Simulated Simulated return
number for  demand  number for profit  number for investment (%): Demand X
demand  ('000) profit (price— . investment _ ( '000)  profit per unit
| cost) per unit ' : —x100
‘ : Investment
1 28 30 19 5.00 18 1750 8.57
2 57 35 07 3.00 61 2000 525
3 60 35 90 . - 10.00. 16 1750 20.00
4 17 30 02 51133 3,00 it 71 2000 4.50
5 A 35 57 7.00 43 -~ 2000 1225
6 20 30 28 5.00 68 000 750
7 27 30 2 500 @ 2000 750
8 58 35 83 900 . 24 1750 19.00
9 61 35 58 . 700 19 1750 14.00
10 30 30 al 7200 9 2500 8.40

As shown in Table 19.24, the highest likely return is 20 pér cent which corresponds to annual demand
of 35,000 units yielding a profit of Rs 10 per unit and investment required is Rs 17,50,000.

19.8 SIMULATION OF MAINTENANCE PROBLEMS

Example 19.10 A plant has a large number of similar machines. The machine breakdowns or failures are

random and independent.
The shift in-charge of the plant collected the data about the various machines breakdown times and

the repair time required on hourly basis, and the repord for the past 100 observations as shown below was:

Time berween recorded Probability Repair time Probability
machine breakdowns (hours) required (hours)

0.5 0.05 1 028

] 0.06 2 0.52

1.5 0.16 3 020

2 - 033

25 021

3 0.19
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2L Simulation’ 829

(a) Simulate this maintenance syétem

: for
(b) How many repairmen should the or 15 breakdowns.

plant hire for repair work.

golution The random numbers coding for the hourl

19.25 and 19.26. () y breakdowns and the repair times are shown in Tables

Table 19.25 Raﬂdom;Numbef_C;);(,]ing forfl?reakdowns

- Time between

v Pr .y, 1y i
. breakdowns( hozu's)‘ Obab,’I'D’ gruo”ll)l:zﬁtl?t}; ' Rand‘:’:n;‘ o
~0.5 " 0.05 w0050 00-04
& . 0.06 AN 1Y Y 05-10 ©
" X 1.5 0.16 1027 11-26 ¢
1A G2 0.33 i 0060, v 27-59 °
(; (2.5 021 ST { 1.3 EV TN R 60 — 80

S X 0.19 0 10 1000 .60 81 -99

'~ Table 19.26 Random Number Coding for Repairs

Repair'time ' Probability Cumulative ' Random number
" required (hours). _ probability range ‘
) T 028 00— 27
2 0.52 080" i 128 -1T9
3 020, 100 - .. 80-99

wn "ijn‘ Tﬁb‘llc".ll-é.27. It is‘aés‘.'umed th'at.‘t'ﬁe' first day beginé at midnight
egins work at 00.00 hours. The first breakdown occurred at 2.30 A.M.
at clock time of 5.30 AM.. T '

" The simulation worksheet is sho
(00.00 hours) and also the repairman b
and the second occurred after.3 hours a : “

: ‘ 1 ir i oe ¥ ARUIRLE
thics ,gurrent _nmintenqncq ‘CO‘S't = Ldl(ililg;?ricijli:e++RVeV‘:iltlir:;a?i:;g ﬂ: eHourly rate + Total hours *
by Hourly wages |
=57.30%x70+ 38,30 x 20 = Rs 4,777

N ! o . Tpe n
Maintenance Cost with Additional R"P‘"”"”
men, then no mac
Therefore,

(38.30 x 2) % 20 = Rs 4,052

If i i hine will wait for its repair. Thus, total idle time would
the plant hires two more repal
be only the repairing time of 36.00 hours.

Total cost =36 70 + | | l
e o i sre than two’ repairmen would only ‘increase the ‘totgl maintenance QOSt. Hence,
is shows that hiring more wo repairmen WO | " . '
iti n.
the plant may hire one additional repainmd
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Table 19.27 Simulation Worksheet:

Breakdown Random Time Time of Repair ~ Random Repair  Repair Total idle Waiting

number number for between break-  work number for . time work lime fime
break-  break- down begins  repair required: ends at (hours)  (hours)
downs downs at time o
(1) (2) (3) 4)  (5) 6) (7 (8) (9) (10
1 61 2.5 0230 0230 87 3 05.30 3.00 -
2 85 "3 0530  05.30 39 2 07.30  2.00 -
3 16 15 7 0700 0730 28, . 2 0930, 2.30 0.30
4 a6 2 09.00 0930 97 3 12300 3.30 0.30
5 88~ 3 - 1200 1230 69 -2 1430 - 230 0.30
6 08 ' 1 13.00 . 1430 87 3 17.30 4.30 1.30
7 82 3 1600 - 17.30 52.4) 2 19.30 3.30 1.30
8 56 2 18.00 ' 19.30 52 2 2130  3.30 1.30 .
9 22 1.5 19.30 2130 15 1 22.30 3.00 2.00
10 49 5) 21.30  22.30 85 3 0130  4.00 1.00
1 44 2 2330 01.30 41" 2 03.30 4.00 2.00
12 33 2 0130 0330 82 3 06.30 5.00 2.00
13 77 2.5 -, 04.00 . 06.30 O8yrisr 43¢ 09.30 5.30 2.30
14 8 3 0700 0930 99 3 12.30 5.30 2.30
15 §min w02 09.00 1230 23 2 14.30 5.30 3.30

' 38.30 36.00 - 57.30 21.30

19.9 SIMULATION OF-PERT PROBLEMS

Example 19.11 A project consists of ei?’ht activities A to H. The completion time for each activity is a

random variable. The data concermng probablhty dlstnbutlon along thh completlon times for each activity
is as follows

Acnwty Immediate ' - Time (day)/Probability ' -

predecessor(s) o ST I | 4 5 fesin Giniipniil 8 9
A = = = = 02 .- 04 04 - ~
B 2 - = .= - - 0.5 - 0.5 -
C A = =5 w07 ¢ N3~ - - - -
D B,C - - - - 09 - - 0.1 =
E A - - = - 02 - = R 0.8
F D, E:t': fisgnldh o o =T 06 04 =i = - =
G E - - 0.4 04 - 02\ It 2 L
H F - 04 - == C - - 0.6 _ -

-~ (a) Draw the network diagram:and identify the critical path using the expected actlwty times.

(b) Simulate the project to determme the activity times, Determine the critical path and project expected
completion time.

(c) Repeat the simulation four times and state estimated duration of the project in each of the trials.
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solu\tif’“ (@) T_he network ‘diagram based  on
expected completion time of each activity is ob

. Expected time = ¥ (Activity time x Probability) ,

the precedence relationships is shown in Fig. 19.2. Tl
tained by using the formula: s 4

= 4x02+6%x04+7x04=6 days (activity A)

The critical Pgth Ofﬂje project is: 1 —2—3 —4 5 _ 6 — 7, with expected completion time of 23.6 day
The random number coding for each of the activities expected time is shown in Table 19.28.

E2=6

L2'=6 -

E(8.2)

E,=146

L4=14.6

o)

2

E3 =93

Eg = 19.4
Ls = 19.4

\  F(4.4) Q HA) ()
4 |———— 6 e
B BT AN ey T

L7 =23.6

E; =19.6
| Lo=196

Fig. 19.2 Network Diagram

. Table 19.28 Random Number Coding‘-for Activity Times 23

Activity .- Time . Probability- - Cumulative Random number -
: ‘ probability range
A 4 ' 020 0.20 00— 19
6 0.40 0.60 © 0 20-59
7 040 1.00 " 60 - 99
B 6 0.50 0.50 00 — 49
8 0.50 1.00 50 — 99
C 3 070 - 0.70 00 - 69
: 4 030 100 70 - 99
D peboh 090 1 3 090' Lt £ 00 - 89
B 010 iy il 00 .90 - 99
E 5 020 020 00 - 19
F 4 0.60 '“ 0.60 00 - 59 )

5 040 . 100 60-99
G 3 040 040 . 00 - 39
4 040 0.80 - 40-179
6 020 1.00 80 — 99
H 2 040 040 - 1 00-39
. 17 0.60 1O ol 1'00 40—.99
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The simulation worksheet for four simulation runs.is shown in Table 19.29. For each run the project
time is obtained as follows: "> ‘ '
Total time = Larger of times for activities' A, B and C + Larger of times for activities D and E +
~ Larger of times for-activities F and G + Time for activity H.
Using the ‘data given~in Table 19.29, we have the simu'latioln results 's_hown ‘in Table 19‘30"

_ Table 19.29 Simulation Worksheet

Run .. . - Activity times (days)
A [y NeeB2 C D {5 B F G H

R No. Time R. No. Time R. No. Time R. No. ﬁlil"é"'R.‘_No. Time R. No. Time R. No. Time R. No. Time

W

1 22 -6 17 6 68: 3 _65. 5 & 9 68 5 95 6 23 2
2 %2 7 35 6 6 3 0 5 4 9.9 5 06 3 8 7
3 02 4 2 6 57 3 .51 5 58 9 24 4 8 6 .03 2
4 47 6 19 6 36 3 27 5 59 9 4 4 137 3 .79 7
5 9% 7 3.6 6.3 8 5 52 9 054 30 3 62 7
Total 30 30 15 25 45 o B 21 25
Average 6 6 3 5 9 . 44 5
Table'19.30 * Simulation Results
Simulation - Activity time: .- Project diration- - Longést (critical) path
rom T .. (days) - Dt = o St
| 64946+20 1y 23 1-2-3-4-5-6-7
P B L
2 o . TH9+5+T. 28 o LB 6.7
3 o 5 6F9+6+2. B ey 1-2-3-4-5-6-17
4 6+9+4+7 26 L 1-2-3-4-6-7
SOy AR ]_3'—.4_6“‘7
5 ., 7+9+4+7 27 1-3-4-6-7

127 o

Here it may be noted that simulated mean project completion time, 25.4°d

at simulated 1 pro ays is almost two days longer
than the 23.6 days completion time indicated ‘using expected values alone.

19.10 ROLE OF COMPUTERS IN SIMULATION

The role of computers il simulation is vital.. They are used to generate random numbers, simulate the given

problem with varying values of variables in few minutes and help the decision-maker to prepare reports
which enable him to make decisions quickly as well as draw valid conclusions,

Computer languages available to help the simulation process can be divided into two categories:
19.10.1 General Purpose Programming Languages '

The general pumpose programming languages include FORTRAN,; BASIC,

Fibafiem oo
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DUIIUIGUIWIY e~

cuages for simulati .
these 'Ian: l;h;ple qUEUiI:llatlonblp rocess an exrfm’“""’"Pfogl‘amming experience is required. As can be seen,
even 1M : § problem, any. tedious details are involved in a simulation model.
19.10.2 Special Purpose Simulation Languages g ; B

|

special Sll“_UIHtt}Oﬂ language's have few advantages suchas: (i) They reduce programme preparation time
and cost with CaLures spec1all.y designed for simulation model. Such features generally include a master
scq11_en0'“g routine to -automatlcally maintain an event sequence.and to keep track of simulated time sub-
routines to handle arrivals and departures in a queuing system; (ii) They have the capability to readily
generate different types '(.).f random variates automatic generation of certain types of statistical tables, and
various other features. (iii) They require little or no prior programming knowledge for use. Major special
purpose simulation languages are ' ' gyl riediare " S _ i
. () GPSS (General Purpose System Simulation) Usually, it does not require programme writing. The
system model ‘is constructed via ‘block diagrams using block commands. |
The third version of this language, i.c. GPSS 111 consists of two parts. The first part is an assembly
programme which converts the system descriptors into input ‘for the ‘second part that performs the
simulation. This language was developed by IBM in early 1960s. '
(i) SIMSCRIPT This language neither depends on any predefined coding forms nor on any
intermediate language such as FORTRAN for its implementation. This language was developed by
 RAND Corporation in early 1960s. g S = il
(i) DYNAMO ltis a computer programme which'is capable of taking input in the form of a set of
equations ~ describing the system. These equations are evaluated continuously for each time
interval to understand the behaviour of the system. This language was developed at MIT in 1959
and is best suited for econometric modelling of industrial complexes, urban, social and world

~systems planning. . R o aai _ |
The choice of a simulation package depénds'mainly on the specific purpose, the availability of
simulation languages on a particular compute.r,vt’he training and.'e_xperience in simulation modelling and
programming, and the availability of experienced programmers. '

19.11 APPLICATIONS OF SIMULATION

There is a wide range of applications of computer
than an application of specific techniques.. ., .

The major use of computer-based qule-ca
Queuing problems. 0

A number of job shop sim
the individual operations of a given
different order operations sequences, i
work centre. For better scheduling, ©

-based simulation models because it is an approach rather
rlo simulation model has been in the solution of complex

ulation prégramlﬁes have been developed involving deterministic times for
‘order. Due to different processing times for similar operations and
t is difficult to predict the waiting time for a particular job at any given
rders must be scheduled with a provision of waiting at the various
Work centres they will pass through. Sin1u|zpion can help inle’s;imafing accurat'ely sth \f’aitil}g:times:

A good deal of work has been done In .the dcvc10pllle}1} of lnventory. .sm.lulatlon models such as
determination of optimal reorder level and lot size under conditions of probabilistic demand and lead time,
Optimal review period and ordering policy. for continuous review inventory models. .

A number of network simulation models have also been .devell(_)ped. For examp!e, with a randomly
Selected activity times the critical path can be evaluated. Repeating this process many times, the probability

distribution of project completion time can be obtained;as well as the probability that each given activity

'S on the critical path.
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13.1 INTRODUCTION

So far, we have studied models for decision-making under condltlogg éf certtalgg an:l uncertainty in p, -
ronme:nt In Chapters 2 to 8, we have considered models where different parameters were —

known with certainty, while in others, uncertainty, wherever occurring, was incorporated into the a"a])’sisby

specifying the probability distributions that the variables under cgnsideration follow. We now turn t0 2 spegiyy;
area, known as decision theory, which provides a formal analytic framework for decision-making unde, cond,

tions of uncertainty. | N | |
The decision theory, also called the decision analysis, is used to dfetennl{le optimal strategies where a decisioy.
maker is faced with several decision alternatives and an uncertain, of risky, pattern of future events, T, feca
pitulate, all decision-making situations are characterised by the fact th.at; two or more alternate courses of
action are available to the decision-maker to choose from. Further, a dec_lslon may be defined as the selectiog
by the decision-maker of an act, considered to be best according to some predesignated standard, from among
the available options. The decision-making process, thus, involves the following steps:

(a) Identification of the various possible outcomes, called states of nature or events, E;’s, for the decision

problem. The events are beyond the control of the decision-maker.

(b) Identification of all the courses of action, 4;’s, or the strategies that are available to the decisior-
maker. The decision-maker has control over choice of these.

(c) Determination of the pay-off function which describes the consequences resulting from the different
combinations of the acts and events. The pay-offs may be designated as V;'s—the pay-off resulting

from ith event and jith strategy.
(d) Flhoosing from among the various alternatives on the basis of some criterion, which may invoive the
information given in step (c) only or which may require and incorporate some additional information

We s:hall detail the decision analysis in three parts in this chapter. The first part deals with single stage decision
making problems, where decisions are taken by considering the (monetary) pays-offs resulting from various
COI‘I:Ib}Il&thIlS of alternative courses of action and outcomes possible. The secoynd art considers multi-Stge
decision problems wherein multiple decisions need to be taken one af-"ter another Tll)ne idea in such cases isto

choose the optimal sequence (of decisions) from among the various alternatives. Finally, the third part us®

utility, instead of monetary pay-offs iteri
” - ast isi i ' . '
J pay-ots, as the criterion for decmon—makmg. We consider these in tum now

=O[ 132 ONE-STAGE DECISION-MAKING PROBLEMS

As indicated, decision- M ( |
ecision-mak gle.stage decision problems calls for (i) identiﬁcatl'on of 36

ker in the face of various possible events, (ii) developmg'ap

ar cour ion i : inci
se of action in accordance with some principle.

Ing in case of sip

X, and (iif) choosing a particy]

80
(RS
ws for Rs 100. It purchases the b9°k=-f%

r boct

e copies unsold at the end of a Ye&r f s

4!

A bookstore sells i
g Particular book of tax Ia

per copy. Since some of the tax law
S
outdated and can be disposed of for change every year, 1

| R
book is between 18 and 23 copies, o According

to past experience, the annual de
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/th 4t the order' for this book can be placed only once duri
urin

ing :
g the year, the problem before the store’s

: ﬁ';";er 1o decide how many copies of the book should be purchased for
s since the annual demand varies between 18 and 23 copies, th:r:(:'t i
, , 18 copies are demanded, n | : .E4 21 . € six possible events:
E, 19 copies are demanded, ; E, 22 co;: are demanded,
| s 20 copies are demanded, E, i are demanded,
o e 8 six possible strategies, or courses of action. They are: pies arf" demanded.
4, @ bwy 18 copies, L g -
4y buy 19 copies, _ P —
, 7 5 0 uy ZZ cOpies,
4, @ buy20 copies, A, :  buy23 copies.

Thus, in this problem there aré 6 possiblé alternative t‘ RSP . |

- orevents. | | GRoR i chposg f.rom’ gpd_an et numb?r of states of nature,

- Huving listed the possible acts and events, the next s{ep is to Conéﬁﬁé; the pay-0 fFtable '

ﬂ 1321 Developing Pay-off and Regret Tables -

: A N 1 ' ‘ . - v ] 8 b op e a

f pnl:;{, ;’f table depicts the CCO.rlomICS of the given problem. A pay-off is a conditional value—a conditional

i %, 0r may be, a conditional cost. It is conditional in the sense that associated with each course of
sa certain profit/loss, given that certain event has occurred. Thus, the profit or loss resulting by the

. tdoption ‘ j
ma:occ of a certain strategy is dependent upon, and is therefore associated with, the particular event that
ur. . s . .
| r. A pay-off table thus represents the matrix of the conditional values associated with all the possible

.~ Combinati
| Inations of the acts and the events.” *
denote the demand in units for the

purchased (the course of action). The profit, P, for a total
hased shall be equal to the difference of the total revenue
dthe total cost of procuring them. Thus, whenD 2 0, we
d, when the quantity demanded is less than the quantity
ue obtained from.selling D copies plus the
1 cost of buying Q copies. Thus, P = 100D
elds a profit of Rs 20 while every
e stated as: P= 20D - 50(Q - D)

‘ To consj :
Ider how the pay-off table can be constructed for our example, let D

dem}:n?:;zl%ode“‘“e the quantity decided to be
Mhe sale of a’l;) ) greate_r than, the quantity purc
% P= 100 0 the copies that were purchased an
Richageq (ie ; 800 or P = 20Q. On the other han
enye < Q), the profit shall be equal to the total reven
+30(Q‘D;n_tge unsold copies, equal to 30(2 ~ D), minus the tota .
.~ %0py in 0Q or P=70D - 500. Alternatively, since each cOpY sold y1
Yich o, sim Volves a loss of Rs 50, the profit function, when D <@, ¢an b
Plification reduces to P = 70D — 502 the same as g1ven above.

D20

Thus, we have

Yy P =200, when
p— 70D - 500, when D= Q

eI’ay
“off;
for all combination Aps and Ej's ar¢ given in Table 13-
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"TABLE 13.1 Pay-off Table

Act, Aj
et 5 A,:18 Ay 19 4;:20 Al
E :18 360 310 . 260 .. 210
Ey:i19: e o360 .0, 7 380 330, o 20280,
P R el
E,:21 360 380-:5 400 40 55597
Es:22 360 - Dot 400 Y - 420" pnies

Opportunity Loss or Regret Table The resultant outqorn_es of the various combinations of the sy
events (the states of nature) can alternatively be expressed in terms of the opportunity loss. Also calleq reget &
opportunity loss is defined as the amount of pay-off foregone by not adopting the optimal course of action—gg
vx{hich would give tae highest pay-off, for each possible event. Thus, in the context ot our example, the oppory
n}ty loss represents the amount of profit foregone by not stocking as many copies of the book as would yield ge
highest profit for each level of demand. For instance, if the démand is 18 copies, then the optimal actis to buy i

copies for a profit of Rs 360, Note that in the first row, the highest profit is Rs 360 corresponding to the act 4§
any other strategy is adopted, the profit earned would be less and, the greater the departure f%om theopﬁ;
:E:::gy ;?Z lesser 2tl(;e profit eamed‘ and, chnsequéntly, the greater the opportunity loss (or regret). With
i 3e1 fl:iymg copies, 4, the profit is Rs 260 which is Rs 100 less than the profit that could be eamsiz

el of demand. Similarly, if the demand turns out for 20 copies, the optimal course would be o oz
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- A Decisions Under Uncertainty  The decision situations

be .

0\\’; .
b ough e ay-ogf gt (.(t)r ttl'1e °P11>101 tunity loss matrix) serves 5
‘ : ecision situation, Pkt Sa
A | pusiness A€t , all types of decision situations n adequate representation of many

—CClion Theory 699

/ ing to a discussion of
fore Pfoceed g the method of solution to this problem
» a few observatio
ns follow,

tion. In such cases, although the decision can be re

: c

py s OWD ACT 1, e o, resent :

pfocedufc is quite different. Such decision situations are discusseg in tﬁleii:gt:ﬁi&lg;%natm, toe solution
i S ~ eory of Games.

hile constructing 2 gay-off matrix, the alternative ‘courses of action and the possib

¢ clearly fletermmed. In any given situation, the listing of the events and tll):c)assl t‘le s (cfv?ms)
mutually exclusive and collectively exhaustive. Alternatives a, and a,, for instanc actions must be distinct,
[ftheir joint occurrence was possible, then it would be defined as anot}i’er altemativ:,:annot occur together.

Be§ideS, the pay-off nf_iatrlx in respect of the given example indicates the profit obtainable under different
ution-event combinations, the pay-offs in some casés are required to be expressed in terms of cost (see Ex-

ample 13.2).

322 Decision Rules
After setting up the pay-off table (or the oppof‘fuhity loss table) we procéed to take the decision. There are

'~ several rules, or criteria, on the basis ‘of which decision may be taken. The selection of an appropriate

| ;rllterion depends on factors like the nature of decision situation, att
e shall first discuss the decision rules for taking decisions in con

itude Qf the decision-maker, and so on.
ditions of uncertainty and then for the

tonditions of risk:. |
where there is no way in which the decision-

Taker can assess the probabilities of the various states of nature are called decisions under uncertainty. In such
| ‘ ' ossible states of nature would occur nor has

st 3 | ki
: :“0115, the decision-maker has no idea at all as to which of the p ‘ ; ceu
. eason to believe why a given state is more, or less, likely to occur as another. With pll*obfibl_lltlxes ot}‘1 thf1

S outcomes y . ions are based on specific criteria. The several principles whic
nknown, the actual decisions p Hecussion in the context

Yarioy
May he e . .
mployed for taki isions i iti discussed below. Their
ing decisions in such conditions are . in .
: the assumption that the bookstore has only this information

eh ,
th ookstore problem is obviously based on
d 23 inclusive, and no more.

the
demand of the book varies between 18 an

(a
)e faplace Principle SR ‘ ot 4 8
Wem: Place Principle is based on the simple pﬁilosophy that if we are uncertain at:gu: ;Rlee\;a;l;is. s
Wrate yt,reat them as equally probable. Under this assumption, thf: expected (g::ourse D offs are 3
' determined and the strategy; with highest mean value 18 a@opted. :
For Exq 0%, we choose the strategy with the Jowest average cost.
i :
Plel3.], expected pay-offs for different acts are as follOWS
4 o sean (Expected) Pay-off
ct .
4 360+ 360 +360+ 3607 360)/6 = Rs 360.0
p o i 380+380+380+380+380)/6=Rs368.3
. b » -
“ (3in +1330+400+ 400 + 400 + 400)/6 =Rs 365.0
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ruv XS RV R—— V'—“(ZIO +7280 + 350+ 420+ 420 + 420)/6 =Rs 3;(;.0\

o (160 + 230 + 300 + 370 + 440 + 440)/6 = R 3233
,AS a 10 + 180 + 250 + 320 + 390 + 460)/6 = Rs 285
As

ximum, it would be adopted. Thus, the bookstore

Since the expected pay-off for 4, is the ma dopt the Laplace rule for taking decision.

anager%u] i
buy 19 copies of the book if he chooses tp a

7 ] inciple Gl STy I Y . .
aximin or Minimax Prin - 7 | o
(b)_ M e is adonted by pessimistic decision-makers who are'conservatlv.e in their approach, Using s
This principle is a .Opu; zyli)oﬁ's resulting from adoption of various strategies ar; consn'dered and
algpmac?’et: fhtran rllzlz:::murr? one is selected. It involves, therefore, choosing the best (the maximun) profitfog
these valu / | : .
the set of worst (the minimum) profits. : : 3

- : ‘ i ch alternative is considered and the altema.
:Xr};e\l;lfii?ixﬁn‘;iig ::};filfi(:ssrtrsl;;};il?;x:(?sltlriﬁ zﬁztszis.(}g ?}t]?;i cvf)l;?eii therefore, the principle used is minimg_
the best (the minimum cost) of the worst (the maximum cost). . -
For our example, the minimum profit associated with various strategies is as follows:

4,1 Rs360 As:  Rs 260 : As: Rsl60

4, Rs310 Ay Rs210 _ .7 Ag: Rs110
Since the maximum of these isRs 360, t.h'e strategy 4, is selected correébonding to the maximin principle of choice
(¢) Maximax or Minimin Principle |

The maximax principle is optimists’

principle of choice. It sy
should be considered and the Strategy with w

: \ . : A
ggests that for each strategy, the maxlmumhﬁf;1
L : : hich the highest of these values is associated should be ¢
The optimist obviously desires a chance for the maximum Pay-off in the decision matrix.

For Example 13.1; the maximum pay-

_ off associ'ated with the different strategies is as follows:
A Rs360 A1 Rs400 A;:  Rs440
4;: Rs380 |

The highest profit being Rs 460, at :
maximax principle, HE Slategy ¢ of orderin

(d) Hurwic, Principle
The Hurwic,

SImism of the Maximin & Stipulates thyy 5 decision-maker’s view may fall somewhere X it
i Ple and the Cxtreme dptimism of the maximax principle- "%
. . t]
1Sm, @, is defipe ; ergnt levels of optim; Iy’ hown. F o vzl
represents extreme Optimism don Caie ranging from o o }3 XLIS;n‘and Pe€ssimism may be s whllea
For taking 5 dec

. 0 indicates extreme pessimism
1810 using this priva:
Scale, ASSUming that th ..~ Princip|e first th .
€ decisiop. iy € decisjon. ; "
of @, we Multiply the maxsi:n Maker is abq O reflect : :jl aker's d : ) articul® vd
UM profit fo, €a trateg;gf:e l‘:foptlmism by assigning a:,)roﬁt for
J Y @, and the minimum Sl

o
.o gioated 00
egree of optimism is indic#®"
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//sum of these products, called the Hupwic, Crit"\ Zecision Theory 701

erlon s 180

¢ : - :
|01 which maximises this quantity, Obviously, w

¥ i : s hen g =
ﬂtcmﬂ“ uldbe considered and the decision woylq in e en =), o

suatﬁg; ‘Z | the decision would be identical to that am\gzc:}ze ag]m : um of the profits for each
: ough th

e mple 13.1, the decisi :
that for Examp ’ ccision-maker’s degree of optimn

s . . s L
SuI)pothis, we can obtain Hurwicz Criterion associated with varioys ¢ Smisreflected adequately by ¢ = 0.6

yith Sooralimtling ourses of action as given in Table 13.3,
Bl 43.3 Hurwicz Cnterjon for Various Acts
/,‘fi._’f M S ‘szl Cﬁtenon Value = o(Max Value) + (I - a)(Min Value)
i 360 3600 R A U0k K360+ 04 x 360 = 360
7E B0 310 T 06x380+04x310 = 382
4400260 06x400+04x260 = 344
4, 420 210 C 06x420+04x210 = 336
- A A & 4405 o0 01600 A _:__:f__-.";_,;"(‘)-,ﬁx.44.,‘0‘+0.'4><160 = 328
A B0 T 1105 S SEER T A 06 %460 K04 1107 = 320

Since the value associated with the strategy 4, is the maximum, the decision is to choose this strategy under the
given principle.

Inthe case of costs, the principle works like this. The minimum of the costs for each course of action is
multiplied by o (the indicator of the degree of optimism of the decision-maker), and the maximum of th_e
wsts for each alternative is multiplied by 1 — . Then the sum of the products for each action strategy 1S

thizined. The alternative for which the sumis the leastis selected.

(¢) Savage Principle

The Savage principle is based on the concept of regr ehe
Tises the maximum regret. It is alternatively known a3 th

nd calls for selecting the course of action that mini-

e principle of minimax regret. ‘

: s i arlier. Then the maximum

Asa firgt step, the regret matrix is derived from the pay-off matix 3 ihe xgtl:;:;g:yhich minimises the maxi-

"Betvalue corresponding of each of the strategies is determined a7 :oaé se to the minimax

gl:m Yegretis chosen. The principle of choice 1S also conservati":s‘“;:prgay h
"iple applied to the original matrix containing pay-off valucs:

r ed by the two methods need not be the same: lowing maximum regre
" Jlowing i
o the regret matrix given in Table 13.2, W€ get the f0

owever, b¢ noted that the results

t values associated with the

%S courses of action. 00  Ay: Rs200
. Rsl 50
Ay: Rs 100 Ay A;: Rs?
Al : Rs 80 Ay e nts the Zptimal choice.
2" it represe «der several
®ay; . o the least, it ] s to consider s .
B Da"lmum regret value for the strategy 42 i wherein the decislon‘ma:ﬁzzh;Ziiiom under risk. The
isi . <ituations c .
DOsSibeclsm“ UnderRisk The decisio? situatio” an ?e sf;?)trfldtireepast records. For Example 13.1,

e eyt i gcourrerty =
Mobap. icOMes and the probabllltleS_Of Elﬁ:rﬂnined objectively
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. hat the proportion of fimeg g,
| ast sales data t € i,
Iy thcegtivel)’, 0.05, 0.10, 0'30’_ 040, 0'.10 and 0.05. Of gy el
d 23 are, re:Il’)e 1.0—in keeping with the earlier observatioy, that ¢ A
1d be 'mut'ug,uy exclusive and collectively exhayg

suppose that the bookstore obse
copies sold is 18, 19, 20,21, 22, an s
case here is, the sum of the‘l?robabl iti e G v
possible outcomes in a decision problen'1 5 S to arrive at objective probabiljtieg. g
Hoeyer pd oo ﬂ;:%‘;:;:i;‘f;f:éﬁﬁ and jud gemt?nt, be able to as;i gn‘s111<bj ective PTObﬁbi[;J:
(:CiSio'n-I:acﬁrczﬁi; O?hte ;roblem can yet be solved asa decision problem under risk.

€ variou ’

iteria t e from. These are discussed ‘
Under conditions of risk, there are general]yAtwo criteria to choose fr_ | beloy,

“y

a) Maximum Likelihood Principle o P I L+ e s
gider this principle, the decision-fnaker_ﬁrst consider§ Fhe event th;:c 1s mz:t i:rllcgllz t(: (;)f;;;r_eHe then den:
for the course of action which has the maximqm cond1t19na1 Ray—o , COITESP o g : ﬂYent (of
when the pay-off matrix is in terms of costs, then the action with the lc'east con. ;1 Ion? pa);-o would be chg.
sen). For our example, it is known that the probability (equal to 0.40) %S Fhe.hlg est or.a .em,and lf:ve] o2l
copies. Therefore, we would consider the pay-offs resulting from adopting different strategies for this demand

level, and observe that it is highest at Rs 420 when 21 copies are ordered for. Thus, the decision accordingy
this criterion is to buy 21 copies of the book.

This principle may seem reasonable in many situations, specially where the probability of a particular even
may be predominantly larger than the probabilities of the other possible events. However, it has the demert
that it ignores the available information, that is to say, the other possible events and their consequencs
are neglected, ‘ {1 ; : 5 i

(b) Expectation Principle

More generally, the decision-makine ;

ted pay-off Tepresents the optimal choice. It goes withod!

S Involving pay-off matrix in terms of COSts, optimal strategy is that corresponding®

lue is the Jeagt,
Symbolically, for 5 decisio T, ' ‘

) n problem ip i ‘
expressed as under: w2 ihvelving eventg and ™ Strategies,

which the expected va

n

,E}>j=2 pia,.

b J=1,2, . m
Wherein 4. I

..y Tepresents the ay-o :
probablhty of ith event il ffresultmg o - COmbination of it

Toillustrage the
Teproduceq in
Previous]y,

_—
h event and jth act, while p; represe -

’Il‘.lse of the Principle, e consi
able 13.4 along with, th

le13; . | . W
e Probabilitjp 3.1 again, the pay-off matrix in respeﬁ_‘g’.f,“

es
of the OCcurrence of various. events as,
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TABLE 1

3 ‘ Calculation of Expetted, Pay-Offs

" Probability et
: : St At Ll o T DG AT Vi "
/E,/-——fpl ’8 2 dl, A 20 A ‘
18 0.05 360 - — A;:22 Ay 23
BiB ool bl . =y 260 210 »_
gl s TR 360 380 i 400 1 51 5t 230 180
P o %t aw cao o wm o
gt G E e e e 400 40 44(; . 05 390
ged ig0s a6 1R R g 0
ted Pay-0 L e e TS s Ag6 - e
| | B P 36031 ke FIT65 BN AT o o 5, v 2883

" The calculation of the expected pay-off valies, EP, Fii soviis 6f the "ﬁcts' is shown here:
EP, =005 x 360 + 0.10'x 360 +0.30 x 360 + 0.40 x 360+ 0.10 x 360 +0.05 x 360 = Rs 360
| Furdy, EP, = 0.05 x 310+ 0.10 x 380 +0.30 X 380 + 0.40 x 380 + 0.10 x 380 + 0.05 x 380 = Rs 376.5

For A, EP=0.05 X 110 + 0.10 x 180 +0.30'% 250 +0.40 X320+ 0.10 % 390 + 0.05 x 460 = Rs 288.5
d with strategy 4, the bésltr course of action is to buy 20-

| Fordy,

Singe the maximum expected. pay-off is associate
copies of the book. o

Expected Opportunity Loss or Expected Re
~ titerion is another basis on which a decision may
sme conclusion as the expected pay-oﬂ' criterion.

ted opportunity loss or expected regret

gret - The expec
criterion leads to the

be taken. As we shall observe, this

robability distribution of

or regret, matrix along with the p
he conditional regret of

d already, for any given event, t
ect of any act othert
dopted. C

EZ;ZEB example, the conditional opportugity 1053_,
the 0ptin? rle = roduced in Table 13.5. As obserxfe
iferen alact1s zero while the conditional ;ggret in resp

¢ of the pay-offs of the optimal act and the act a

han this is positive and equals the

BLE 13,5 . Calculation of EXpe_cte_d Regret

Scanned with CamScénnqé;' |

\
E gy ‘
"M Probability
l\ P.‘
E 1 . 0
. X 0.05 0 350 o 100 150
2:19 0 50 i
E,. 0.10 20 50 100 15
¥ ' ' 20 p 100
E,. 0.30 40 | "0 50
4:2] . 40 20 A
E. 0.40 60 120 0
522 60 40 0t
E. 0.10 80 40 20
X 0.05 ‘100 = 365 76 122.5
S pected Regret 51 34.5 '




e = P i the products of the |

. determined by summing up the p . regret Values\
The expected regret for any strategy 1S I e cipected regict | o
respective probabilities. For example, for 4, _

. 0+010X20+0-30X40+O'4OX6O+O'10X80+O'05x'00=51
ER,=0.05x0+0. ;

mal strategy is the one which minimises the expected re o

Obviously, under this criterion, the 0P le under consideration, it represents the optimal decision, g

minimum value occurs at 4; in the examp

under the expectation principle. W .
d pay-off of perfect information (EPPI) This is calculated as.foll(;ws: Wl;esn the-booksmre
ﬁp:vcstethi‘ﬁzt yeal_;’s demand is 18 copies, he adopts the strategy of ordering 18 copies of the bm"nmqu
0

obtains a profit of Rs 360. This occurs 5 per cent of the time since the prot;iblhty ofa dlfnmand of I8 COpiesig
known as 0.05. Therefore, the expected profit is 0.05 X 360 3 Rs 18. When fe ;?;Oger ! ows that nex Year'
demand is 19 copies, he orders for an equal number of copies for a profit o Rs 380, an this happens 10 per
cent of the time. For this, the expected pay-off equals 0.10 x 380 = Rs 38. Similarly, the expected pay-offfy
each level of demand can be obtained which, when aggregated, yields the EPPI, as shown here.

EPPI'=0.05x 360 + 0.10 x 380 + 0.30 X 400 + 0.40 x 420 + 0.10 X 440 + 0.05 x 460 = Rs 41|

Thus, if the manager can, in any way, know perfectly the demand for the book in advance, and order forzs
many copies, the store can average a net profit equal to Rs 411. This represents the highest profit that the
store can make when perfect information is available. Now, suppose that an agency undertakes to supplythi

information. We may ask the question as to how much should the store be prepared to pay to the agency for

it. In other words, what is the worth of this information? Since the bookstore can make an expected profitofRs
386 when no such information is available, and an exp

ected profit of Rs 411 when the information is available,
the worth of this information is EPP[-EP=411-1386

es;m“

%203 02 o1 o1 O
etermine the following: "
e i

 the basis of (i) minimax principle, (i) minimin """
/), and (v) expected cost principle:
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/ mber of failures, S the numb
resent the 1U k g umber of spares, and C
the total cost, the co i
" st function can

g Frefea
fi¥e lcd as follows-: : j
bcstalﬂ C = 4,000, : when F< S
= 4,0008 +
—_ 18,000 (F~8) whenF>§ }
. .« information, the cost matrix has be
asis of IS 105 . - f1as been constructed and i

Onmthﬁm t;;le are probabllltles of the various numbers of failures. Sownlin Table 1.6 Algolgiionn
pthe ,

TABLE 13.6 Cost Matrix Sran O Sy PR P

No. of Probability Luiil No. of Spares, 4

Fai{uresEi 4 p, L ; AI' 0 K ‘Az 1 : ; A3 :.2 : A4 : 3 h ; A5 4 ; A6:5

T R R L PR ) 16 20

E: 1 02 T 18; =% k4Bl v 8 210,12 16 20

B2 ke e B SN 16 20

E:3 0.2 ol 40" 26T T 12 16 20

E:4 Sl n- R P I L 30 16 20

E:5 0.1 g AN 6 R 6 A8 34 20
Column Minima R 12 16 20
Coamn Maxima | 90 5760 6 48 34 20
Simple Average Cost hine o 45a -t B il SR 21 19 20
Brpected Cost = A4 517202 0% 2065 A 174 17.8 20.0
(3 No. of units on the basis of different principles: H

.ach of the columns are indicated by the column maxima

(i) Minimax The maximum values in eac
ision on the basis of the minimax rule would be to buy

Tow. The minimum of these being 20, the dect
5 spare parts.

(i) Minimin From the minimum values contained in the row entitled

observed that the least value is equal to Zero. Thus, the optimal number of spare parts is mil.
le, the different events, E/’s, are assumed to be

(i) Laplace Principle According to this princip \
equally probable. Thus, the decision s taken on the basis of the simple average cost values (fieter-
mined without using the given probability values). Since the simple average coslt is tl;e minimum

. for 4, it follows that the optimal number of spares, according t0 -the Laplace rule, is4.

W) Hurwicz pr inciple We shall first calculate the Hurwicz Criterion for each of the strategnes.lln

the context of cost data, Hurwicz Criterion, HC = o (Min value) + (1 — @) (Max Value). lts

v : e _
alue for various strategies is as follows:

column minima, it may be

0+0.3x90 =27.0

For A, 0.7 X
LD ggx 4+03x76=23¢
For A2 6 . - 24 2
0.7 X g +0.3X 62 = 24.
_ 0.7 X 12 +0.3x48 =22
For A4, ° : 4 =214
FOI‘ AS . B =20 0
| F A . 0.7 X 20+0.3X20 .
_ or 6 : .
hios. i . rts.
k Being Jowess for Ag, optimal strategy is to keep 5 spare pa
- SRS
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able 13.6, we observe that the minimum valye \

Cost Principle -From o ; rve ' ,
(v) itpsif-z:gycz. Thus,[;ccording 0 the expectation principle, the optimal policy is bt gg‘flu |
parts, the expected cost being Rs 17.4 thousand. | ™

(b) Expected number of failures in the 8-year'periodé, |
T | E(F)T‘:'Z pEi o
i=1
3><2+0.2x3+0.1 x4+0.1x5=23

Table 13.6. For it, the Jeast cost value in each roy Vi
nt the regret values. Table 13.7 depicts theg, b

Thus,E(F)=0.1x0+O.2x1+0.

(c) The regret table can be derived from
her values. The differences represe

Since the expected regret for strategy A, is the least, the optimal policy according to this criterion, 3510

case of the expected cost principle, is to buy 3 spare parts. g
(d) The expected value of perfect inf i - ' l i

i pertect mformation, EVPI, when the pay-off matrix indicates cost, 1S defined®
EVPI=E ith op:: - '
e ]xpe;]:ted cost with optimal policy — Expected cost with perfect information

_ P e,'t e expec-:ted cost with the optimal policy is 17.4 thousand rupees while the exp™
cost with perfect information is 9.2 thousand rupees, as follo . :
_ : , ws!

_ subtracted from ot

TABLE 13.7 RegretTable Shpeas
No. of Probability : — P, i

Failures E; ' pi A YO A2 afz i A 22 e Ay 3 As: 4 Ag:5
E,:0 01 0 TN s 12 16 2
E,:1 0.2 .14 " 40 AT 8 12 16
Ey:2 03, 7 gy 3BT M e D g T4 8 12
E4:3 0277 L P OGGTRA Y. I TR L 4 |
Es: 4 0.1 ' 56 42 g 14 0 £
Eg:5 9 RpORRal N (1 56 42 28 a4 J

Expected Regret . RNy 20 ©11.4 { R0 8.6 l()_.S_J '

|

e

Event e Cost * -+ ‘Prob. " """ Prob. x Cost
£:0 [ Y —
Bl 4 0.2 Y
Ey:2 8 0.3 '4
? 2 12 0.2 | 2.4
Es :: 16 0.1 16
6 20 0.1 » 2'0
Expected Cost 9.2

Thus, EVPI=174-99 = 8.2 thousand Iupees
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GZyesian Decision Rule: Posterior Analysig

b -« of decision-making under ri
l : pfecedi“g ana1Y_S‘SiS 1o o detorial ;—Iin Ctiﬁr risk, we have seen how probability information about th
ln‘?u tates Of“at“-lre {Uictor e repre g e_expect'ed pay-off values resulting from different i’
i " o Bayesian ecisl presents an extension of this, In this approach, the optimal oy
‘ ; imal strategy is

fo ng the expected_value_qutenon: while the expected pay-offs are calculated by using posteri
' j AN posterior

¢ Bayesian rule,_ the prehmmaq or prior information (from the péﬁt eXpeﬁenéé) of the decision
- evised 0D the basis of some additional information about the states of nature: the prior probabiliti
o : to the posterior probabilities using the infi i § FICPTIOEPTONADI e
onverted 1? '0 pos g | §1n ormation. The use of these posterior probabilities for
. _ the decisions 18 likely to enable better decisions. In a given situation, the new information may be

wined through test research, raw material sample testing, etc.
0 :

e shall i|lustrate the use of this rule; by means of the following example:

Examﬁi‘é?ﬁai Suppose F)elhi Developers Limited (DDL), a construction company, has recently acquired
apiece of land in a city on which it plans to construct a shopping complex. The company has now to decide the
geofthe complex. Itis considering.three options: a.small-sized complex with 40 condominiums and a multi-
pex, say Ay; @ medium-sized complex consisting of 60 condominiums and a multiplex, call it A,; and a large-
sred complex with 100 condominiums, say A;. The company feels that the overall demand for the condomini-
s built would be either high or low. The-returns from the project will obviously depend on what size of
umplex is developed and what the level of demand eventually turns out to be. The pay-offs (in thousands of
npees) expected under various event-action combinations, together with estimated probabilities of the likely

¢emand, are given here: .

: i gaignot Tt e £ i AC Ay
Event - it Pfdbability..-* it Ayl Small s A,Medium Aj: Large
“o it s T .complex - - .01 complex complex
High demand Q.4 e 1,800 2,200 4,200
Low demand pig e SRR 1,000 -~ 600 '~1,200

ting r'e'séal"ch’ﬁrm to conduct a survey for it so that

Futher thi
. °n nis com i ing a marke -
pany has the choice of engaging e of the marketing research study may be indi-

@ .
ﬂtaaoke a‘'more informed’ decision. Suppose the outco
liAg Sliand I, as follows:
1‘ - .
';'.Ana:ourame report, indicating high demand for condominiums
Navourable report, indicating a low demand for condominiums

Co - ;
a}way;g:any knows that, in all likelihood, the information provided by ti;‘eﬁ :?na:)
Cent per cent correct. Suppose that past record of the researc

ol
Wi .
Sstimates of the relevent probabi|ities: " \ :
' ‘ Marketing Research Report

keting research firm would not
n similar studies has led to the

Unfavourable (1)

e 7 Favourable (17
' | 0.1

E,: High demand | , DS v ' 0.8

E,: Low deW
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The marketing research firm has asked for Rs 300,000 as the fee for undertaking the study, tiog
construction company proceed?

b,
Here the company has two options to decide on thej size of tht? sh(?pplng cc.>(rinple.x: OnE, O the by 0fon1 |
own estimates of the likely demand, and two, engaging and taking into consideration the TEPOMt of the
research firm. The evaluation of the former is the same as the analysis that we have cons'ldered S0 far, Iy &
called prior analysis because it uses only prior probablllt.les. On the othe.r hand, the latte.r Involves %
the information obtained through marketing research into the analysis and take decision thereafier T
termed as the posterior analysis. We consider them in turn now.

Prior analysis The pay-off table for the problem is reproduced in Table 13.8 and the expected vahesg
the various acts are shown calculated. Sl '

TABLE 13.8 Calculation of Expected Pay-off  «

- 2 SR et Aj
Event Probability =z ‘ :
5 B e T el o el R
E,: High demand PO R R ST R00T s e 12,200 - TR 4.200
E,:Lowdemand 016 IS 2R g R 600 - 1200 |
| Expected Pay-off o 1,320 . . el 240 o nit2:4960 ____J

Her.e the expected pay-off for action A4y is the maximum; it represents the optiﬁlal course of action. W&
optimal policy of 4,, EP, = Rs 1,320 thousand. Thus, according to the given probabilities of high and *
demands, the company shoul

sized complex with a pay-offof Rs 4,
a pay-off of Rs 1,000 thousand is the be
of perfect information, EPPI, for this de

— T
E\{entv _ Probabz'lity

. P - «
E,: High demand ay-off (‘000 Rs)
E;: Low demand 4,200

0.6
T 1000

04

0¥ g
EPPI = 8=
Thus, under conditjons of o
) complete and certain j 80 o™
From this, the expected valye of perfect in fonn:t]if::rghon' the expected profit would be RS 2,2 e
EVPy » EVPI, can pe ob
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nature eventually turns out to be

) : == :
st " and, what is the probability that the marketing research study shall give a favourable report? Thisi
an ? This s,

ds, the conditional probability P(/\/E,). Similarly, P(I,/E.,) = ”
b priately interpreted. Obviously, D 220 U =010 end PR~

in 10 on the basis of the probabili i
can be app ARCSS probability estimates, we can place a hi
8 o confidence on the market research report. This is because when the true state of nature ips high lel\i];

d for the condominiums, E}, the report shall be favourable 90 per cent of time, and unfavourable the

deman@ 2% = .
o ¢. Similarly, when the true state is low demand, there is an 80 per cent likelihood of the report also

( per CED ie 3 . .
Leiﬁg Eln]'mfav()ura}i)le one, giving correct information.

(sing the prior and conditional prf)babilities, we determine the total probability that the research report will be
avourable, and the total probability that the research report will be unfavaourable. Since both, the favourable
ydunfavourable report may be associated with the events of high and low demands for condominiums, we
an determine these probabilities as follows:
P(I) =P(E,n1)+P(E,N1)
= P(E,) x P(L/E,) + P(E;) X PUL/E)

Substituting all values, we get ._
P(I;) = 0.4 % 0.9 +0.6 X 0.20
—036+0.12=0.48
Similarly, P(L) = P(E, N 1) + PE;N 1)
— P(E;) x PUy/E)) + P(E;) X PUy/Ey)
—04%0.1+0.6x0.80=0.52

Now, we calculate the posterior probabilities for the events' E,and E; under the conditions (a) that 4 .fz?VOllfnbll;
portis given; and (b) an unfavourable report is given by the marketing res<?arcl? firm. These probablll mtr:'l \; ou
1be used to determine optimal course of action under each of the two situations represented by /, and /5.

When a Favourable Report is Given (Indicator1,)

‘when a favourab]e report is given by the marketing

The poctac:
reSeaI;OEtt'-nof probabilities for the events E; and £z
®h firm, are shown calculated in Table 13.9-

L€ 13.9 Calculation of Posterior Probabilities .
Even, , Prior T Conditional Joint. Probability
g Probab-z'lity, Probability. P;?Ibiﬁlg;ﬁ PE/) e
1l
E\ P(E) P(I/E) 0.36 0.36/0.48 = 0.75
l * — >
E, 04 g‘zg , 0.12 0.12/0.48 =025
0.6 | -
e Postery , m, suggest that if marketing research report was
h‘lfact Tior Probabilities, calculated by using Bayes th‘:o(::hi’gh demand, E; would be 0.75 and that of the

abilities instead of 0.4 and 0.6 respectively to

by avo 1 he even
tnt urable one, then the probability of t
Mo demand, E,, would bf 0.25. We shall use these peds
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TABLE 13.10' ' Determination of _:Optifn'al 'Courée‘ of Action |

Event ‘," ‘Pro.babililjlf o A] Small - i Ayt Medium W :

Ei. e bngalesd imPrse 62 ik wpsscomplex ik (A complex_. L E compley |
E, : High demand 0.75 4 1,800#'?*'"%-.-‘ _2?200 e C i
Ey:Lowdemand « ' © 025 ¢ il -1,000":17:1:‘s-~.‘:‘:. & 600 & 7 =L200

Since the expected pay-off for the act A4, is the highest, we conclude that
report is obtained, the best course of action woul

has expected pay-off of Rs 2,850 thousand.

(b) When an Unfavourapie Report is Given (Indicator 1)

vent of indicator 7,

given that a favaourable resear
dbe the construction of a large-sized shopping complex, Thi

Posterior probabilities in the e

~unfavourable research report-are calculated and shownin
Table 13.11.

TABLE 13.11 Caleulation of Posterior Probabilities

st Prior ~ Conditional i Posterior Probability
Ei '. . Probabzln‘y,. ; Prdbabilit_v," Sl "‘Prob'abilig;, S s .P(E,;'/Iz) .
. P(E;) = PAHYE ) e nevs P A B,y i o i) i
g, o 0.10 ‘ 0.04/0.52 = 0.0769
2 ey ,
: ‘ 0.48/0.52={)-923‘1j
S clear that if a

and Jow
pilit'e

ned, then the probabilities of higll;a :
231 respectively, Using these‘Pfo

the expecteq pay. =+ 20769 and 0.9

A, Medium
complex

g 723‘0‘4" e _
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Decision Theory 711

déted pay-Off of Rs 2,850 thousand, and in the event of ap uoptlmal Course of action would be Ay with an
4p\evith an associated expected pay-off equal to Rs 1,061 57 ¢
.- l;seﬂse that either of them can be taken only when the nature

£048 for the report to be favourable, and 0.52 for it to be o Ofrfiport is known. Since there is a likelihood

€
* shown in Table 13.13. TWIse, we can get the expected pay-off value
nBLE 13.13  Calculation of Expected Pay-off oo .
- Andicator (. . - Probability. ... . Conditional Pay-off.. . Expected
I,: Favourable Report - 048 e 2,350 St i 1,368
I; - Utifavourable REpOrt s “15.10;527536100) S eenl] gsses] Howiont e ‘55
7 Bapected Payroff), A B d 1920

To conclude, the expected pay-off of t_h_é Qﬁtimal -dCCIiSi_dil is Rs 1,920 thousand, if it is based on the market
tesearch information, as against Rs 1,320 thousand without such information.

Expected Value of Sample Information, EVSI As discussed earlier, the company in question would

expectedly do best to build a large-sized shopping complex whena favourable research report is obtained, and

pEail C. 1d have to
asmall-si t favourable. In view of the fact that the company wou
*sized complex when the report 1 B 2 e it would like to know the value to be placed on the

incur extra cost by payment to the marketing research firm, . . . ; o
information provicﬂzdy by the research firm. In general terms, the mforme:itut)n o?nteh}?;::}‘; :)t; ;g:zg\zr]lue
Pobabilities are revised is called the sample information. Thus, we have to determ 7

“sample information, EVSI. It is defined as follows:

ation minus Expected bay-oﬁ' without sample information

EV§[ = _ , : ‘
e pay-of wifh SARS i mple information is Rs 1,920 thousand while the

Aswe have already calculated, the expected pay-off with Sai o. without calling for market rescarch report) S

pected : ion is called for ( therefore, pay an
pay-off wh le information 1 he company can,
1320 thgusan:;, iﬁe?ffifén I1)~:Vsl — 1,920~ 1,320 =Rs 600 thousand. The S0P "= & ven here that the

h report. Si

ounf Up to Rs 600,000 to the marketing research ﬁrm.fgr $: ;;szzcaging g
*lng research firm has asked a fee of RS 300,000, it is WO A : | .
EVP], for the given problem is

Emde :
"<y of EVSI i
: : information, - nformation, its
bh ‘ e of perfect nio ly correct informatics
Ry 9% already determined that the expected v}fl:/oul 4 always yield absolute?y ever, as the report is not

50 thousand. In case the market reseafcu]d be cent per cent efficient i EVSI to EVPL Thus, an

e i : atin
alwayg?md aich this miouit B0 S8, Wc(Zm measure its efficiency bY relating
i, kely to yield correct information, V\:; e obtainc | as follows:

Y index, EJ, of smaple information EVS! 100
— /
Ef= EVPI
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In our example, ; | '

600 = 0
= — x 100 =62.5%
g 960

' i ect information,
Thus, the sample information is about 63 per cent as efficient as perft n

i i 1 the deClSI n l I' :

{b 13.3 MULTI-STAGE DECISION—MAKINGPROBLEMS ;
DECISION TREE L e R R
=t

In the discussion of decision problems uptil now, our concern has been w1_th the sin
wherein the decision-maker has to select the best course of <ac_t1_on on the. basis of _wha ‘
achievable at a poiht in time. We shall now consider the dec181c?n situations that anO]VCJ-n?]tlple Sagey
Also called the sequential decision problems, they are characterised by a sequence .of decisions in wig
following each decision, a chance event occurs which in turn influences the next decision,

In analysing multiple stage decision situations, we have to evalua
manner by evaluating the best course of action at the later stag

stages. For this purpose, the decision tree or t
effective device, :

gle Stage pmblm
tever informatig 3

te the decision proceeding in a backwarg
es to decide the best action at the earlier
he decision flow diagram as it is sometinies called, is a very

A decision tree is a graphic representation of the sequences of action-

event combinations available to the
decision-maker. It depictsin a s

Xpectation principle. Thus,
or the alternative that minimises
Let us consider the decision tree

analysis with the help of the following example.

. ,:;' c,‘l’f;‘!:?"); has recently acquireq fights in a certain area to conduct surveys and®
olliritis found. in Commercially expojt bl iti o
The \ . . ) Ploitable quantities: -
N ;’:2;‘2 ifci:';n;lizr::utot ?ave good Potential for finding oij in commercial quantities. At the outset, the o™
conditions, the compan; e:tritr::g: ?r:ca)?lt(;\ai te§ts orto carry out 5 drilling programme immediately. On the
er : I !
Whether he lests €isa70:30 chance of further tests showing a ‘success-

e ——— .
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’ / ~ Outcome , Decision Theory 713

Net Present Value (Rs million)

quccess: With prior tests ,
i Without prior tests ' 100
| 120
| pailure: .
With prior tests
Without prior tests :ig
sale of exploitation rights: |
Prior tests show ‘success'’ | 65
Prior test show ‘failure’ ) — 15
Without prior tests 45

(a) Draw up @ decision (probability) tree diagram to represent the above information; and
(b) Evaluate the tree in order to advise the management of the company on its best course of action.
: ' (MBA, Delhi, 2007)

The decision tree corresponding to the given problem is depicted in Figure 13.1.

xS
{
i Dirill Success 100
? 2 _/ 0.8 O
|
|
Drill Su:;ess 100
Fa
| INDEX Sey P> o
|
| D Decision Node ' : 15

Figy
re -
B.1' Decision Tree res or from circles. A square represents

. gt "
inate from squ! ke a decision. while a circle represents

maker has 10 8 are branched out. At decision node
e

s of nature) i1 and selling of rights, of
‘1ling, testing for o1, o

of d“"'"ﬁecid"s to drill, there are two 1;39551:;

Now, if the company from circle, whose probabilities

, | is obtained and a loss of Rs 40

‘de::-:i?hat the trec has several branches which (i):r%-
c’lance ' node or decision fork at which the de‘_ﬂs he state
N "ode or chance fork at which events (i.e. t o
Mgy »there are branches, representing thre aktert

tvEnts\-e deciSiOH-maker has to select on¢.
s andlt May get oil or not, which are shown % n would result n

i lio
My, 045, respectively. A profit of RS 120 mill
lflt i8 not,

e - s i . S
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to go for a test, which may g1ve positive or negaiy,

ot 3is g .
The second alternative at the decision node Sositive resu It is indicated, a choice has to be

Made as ’wiﬁ
i casea . hoic -
B e . OBéSr es?ﬁicc::glr}g lclirill, which is likely to succeed and fail with chances §( Ry

to sell the rights for Rs 65 mi

i illion.
The third alternative is to sell the rights for Rs 45 mi

i ier, the decisions have to be evaluated in a backyy,,
The Meth_od of SolutiollllrS eﬁgs} ::;?ot;o:tegl Zi‘:::;’stages 50 as 10 decide on the best course of wi:ﬂonak
by e'valuatmg ;};le be:tsgfution to the problem is obtained by working backwards, fromright to left, thro
:ra;él?;;;;:%: 2allegs:he rollback technique. In this techniqu;,_we a_ssurl?e t.hat we;?vde tI‘heaCh? var_ious i
nod;:s on the tree and then decide on the optimal act conditional on favlllng rtla? :. 4 € node being
Thus, on reaching any decision node, we evaluate qach_ of the -ah er at dve.c-ourses of actigy
available there and select the most appropriate one. We begin w_mth the' rg tmgs : ec1s.101? node and sf
having analysed it, we move backward and analyse the preceding decision node in a similar manner The

process is continued till the first, the leftmost, decision node is analysed. The decision at the first node Tepre-
‘sents the best initial decision.

Let us consider the solution to our problem for which the decision nodes have been marked as 1,2, and3, W
begin with the evaluation of decision node 1 in the first instance. Note that this point is reached after a ‘neg-

tive’ is indicated by the test. The expected values of each of the two alternatives, to drill and to sell, ar
obtained below in Table 13.14.

TABLE 1314 Evaluation of Decision Node 1+

Alternative Outcome ~ Prob. ' Conditibnal Value Expected Value___
1. Drill Suc.cess 0.2 ‘ 100 , 20
by - 08 . (50) g (40)
i i Total - (20)
2, Sell 7T ——
. : i 1.0 15 15 -
The expected val illi .
Rs 15 milion, on ?ﬁeﬁ;ﬁeﬁiﬁgﬁﬁtzﬁﬂﬁiﬁs iy 5 20 million while if the site is sol, we 2%
) e % ma i
the site, which is conditiona] upon the negation 1:5?;:15;3(;3“ of the expected profit, our decision would b
Now we shall evaluat Y the test

15 Evaluation

Scanned with CamScanner



7 v -

tive courses of action, namely selling 5 d dritt:
16t millon, espectively. ObViously, therefore, provided thay a pogyyg e o> 4121 0 Rs 65 million
sl ursé would be to £0 111 for oil drilling. Positive result is indicated by the test, the
{0

1 this S12E€ we have two conditional decisions—se]] the si

Nf)]‘lv ;n case the test indicates a ‘positive’. At each node, the branch

teifa ‘ne.:gative’ is obtained on the test and
€s on which we have not to move, represent-

: ) ) ove to the decisi o
ing he taken whether to drill at the outset, to undertake a test or to se]] the rigl;’l(gr(l):::gehlt' _‘;’;’:‘; t:f:c‘_smn
. atives,

has [0 N d l h .
with their expected values are shown in Table 13.16, Also, the expected value i i
.. T s S
jifferent chance nodes and the decision nodes are indicated in Figure 13.2 in which the deacsiz(i):rllattrege ;thenﬂ::

figure 13.1 is reproduced.

MBLE 13.16 _ Evaluation of De°‘5‘°"N°de3 T

B 8 ke

Alternative cA e Outcome PFOb Condmonal Value Expected Value

1 Drill  Success © 055 o ke 120 ' 66
‘ Failure™™ ’[":,6."4“5. 'f_ff»“(40‘)» ) (18)
NI : 1 5 R s - Total 48

3, s i Test s o+ v Positives Ha e 70 ' 45.0
et Negativestimo 0380 iiibginh 1o e 45

R Total 53.5

45
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A P

rnative of carrying out a test is Rs 53,5 Million, v, g

eof thealterms o~ drilling. This is the initial decision The‘chisthe

ed valu
As we may observe, the expect better to test

s i tive, the rights oV
highest of the three. Therefo.rﬁer,hlc B B carried out. ifit proves neﬁfdt’x ectedlghlezgzlldlbe % tog:::g
i “OW.bl? StafI(?d arst;ceed with drilling, if that happens, WO p y 2 logs, Hou
return of Rs 15 million. Top

i
illi rtaken.

the test proves positive, the drilling should be unde w )
: ASBASIS FOR’ T

13,4 UTILITY THEORY: - UTILITY

DECISION-MAKING

: ernatives: 4;—a certain gift of Rg |

Suppose that a choice is offered between the followmgl twoaleil(ti nothing ift llle coin shows up tai, CIO,OOO’ ag
Ay—a gift of Rs 25,000 ifa coin, when tosscd, falls bead up, 85 16, 118 %1 20 * 19 o a i g oy
oé us are likely to choose alternative 4; with a sure amount of Rs e 0 58 0. s larsei i t;ky Ay alt .

the expected (monetary) value for Ay, equal to 0.5 X 25000+ 0.5%x0= Rsk c’i U, 18 larg _Han at o_f altem.;mve
A,. It may therefore be reasonably argued that peo-ple. do not always take decisions as Wll maximise ﬂ}Elr.ex.
pected monetary value. Thus, the expectation prmmple3 or the expected monetary value (EMV) crm‘mog,
which we have considered so far, does not always provide an adequate al?d s'atlsfacj[ory ba§ls for decisiop-
making. An alternative criterion that could be used for decision-making, which is consistent with the choice of
alternatives like 4, in our example is the one provided by Von Neumann and Morgenstern. Accordingto them,
the decisions are made so as to maximise expected utility rather than expected monetary value, In preferring 4,
over Ay, they contend, the decision-maker derives greater utility from alternative 4, in comparison with the
utility he would derive from alternative Aj. Ifhe was indifferent between the two alternatives, the contentionis
that his expected utility is same for both the alternatives. Itis possible to make generalisation about a person’s

uti]-ity function for a corpmodity, money in the present context, which are consistent logically and with obser-
va_t1'0n of repeated decisions. Thus, it may be reasonably taken that decisions are made to maximise expected
utility and not the expected monetary value.

For using the utility approach to the decision-ma : . i .
utility—that is, what king, we first establish the relationship between money and

amount of utility may be derived fr. i s i
: | om a give e
monetary values, associated with given decision sty e transformed e o

appropriate decision is taken based or therr. ation, are transformed in utility terms and then the

3 w an
etween varig olves some assumptions about ho
in his preferences, we Us outcomes, Thy, if i istency
; ¢an assign ytj]; o5 ITa person exhibits some degree of consis :
whether it wop]d e undertakg ty values to the alternatj 2

I

. ts a
1 10 4, and A4, to A,, then there €%
; Wi s o 2 3 ,
'S Indifferen; 1, ouldbe Indifferent between A, and[a4, +(1 -0 ‘

(S . s
PfObabi]ity a (Oei" altematwes 4, and 4,, and he is also md’ﬁ +
%< 1) he would pe indifferent between 4 /
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|

/" - weewion [ heo
orhigherprobabtlzty of success According to thig ifani —
,ifanin

pesir 1ies o and @, such that o > divid
1 D8 pabiliies & and o such that c > a, then ho would prefe g + f’fﬁ':éz? 1’2‘1"“2‘32“’
‘ 2 1 = 2-

two alternatives with identical rewards, t ‘ )
ot d by the decision-maker. e one with the higher probability of success would be

dprobabl.ll'ly IfAI and A, are two alt .
CoIﬂPo“" : s , ternatives and o,
5. O qual will be indifferent between a[ad, + (1~ op),] + (1

(- )] () * (1 =40+ (1= )ag)] ()

@, and a are three probabilities, an
~ ) [, + (1 - a)4,] and i 2

(3.4.2 utility Measures and Utility Function

with the assumptions of utility theory, we now proceed to discuss how utility can be measured.

g Neumann and Morgenstern _h__avej prgposed an index for measurement of utility, which is a special type of
adinel measure-.It @easmes uttlity in situations that involve risk for the decision-maker. This utility index is
designed for predictive purposes, and allows to predict which of several bets a person would prefer and thus

enables him to take decisions.

e theory of utility postlilates that a rational decision-maker will always decide to maximise
pected utility of a risky alternative is defined as the aggregate of the products
ble outcomes and their respective probabilities, For an alternative 4, if there
th respective probabilities of & and 1 — o, and that respective utilities

Asstated earlier, th
ulity or expected utility. The ex
of the utility values of all its possi
are two possible outcomes x; and x; wi

are Ux, and Ux,, we have,

Expected utility of A, el
EUA = ale + (1 - a)sz :

on, relating utility and money for a deci-
lity function should possess the property

e utility for all the possible alterna-
re likely, it should be

it allows fora

onsider how the utility functi
may be mentioned that the uti

d to be complete if it meastres th f
esofa proposition or set of propositions a
h one of them. Ifa utility function 15 complete,

me Utility Function Before we ¢
sion-maker, may actually be derived, it
(ff completeness. A utility function is sai
"Ves_that are available. Thus, whatever outcom
Wssible to obtain the utility associated with €ac
“mparison of the different outcomes. _
Fordeiving 5 utility function, first we select two points of reference and aSSlg‘ntuation 2
"them. The largest and the smallest monetary values involved in @ 8T Ilest value and
Telerence points. Then we méy arbitrarily assign the va!ues of 0 utl-llsl to I:ll;e Sl?;ameasurcd e
1T one—the il being the utility index or the units in wh! he lt(}), OOOyand the highest one is Rs
e, jf g lowest mognetary value in a decision situation is — RS 10,

. 0
¢ sh . 10 utils to Rs 50,000,
Thus all assign a Utlllty of zero utils to — Rs 10,000 and of

arbitrary utility valuesto both
be taken to be the

10 utils to the

pressed. For
50,000,

| Uspoo0 =10 f

i =0; and ' 1d as will be 20 and 752, for

b U 10,000 ! irary. The qumbers chosen ¢! S rature, wher centi
OICe of 0 and 10, as mentioned, 1S purely oy th the scale of measuring temp

L wi , the freezing and
Ple. The ytif; ared W1 e di dings for the freczing

. The 9 e be comp ifferent reading ot

Brads utility scale in this sense may hoes temperature put give 9 alues for the two points 1 that the

by “d fahrenhei les mea .o utility v . I
o v . eit, both the scal€s r in selecting u assigned a smaller one. t
great g pOIHtS of water. The only pOil"lt to remembe d the Smallel’ value be gn for MOTe of it o

. er an i e
“baermonetal}’ value should be assigned 2 larger nut™ odity, 18 desirable and people P
1 %ed g lue sho : "\ any other €0 1+ than the smaller ones:
by of j N the assumption that moneys ko &8 ey have greater utility .

804, therefore. higher amounts of mofi
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2 dU = 10, suppose that the decision. .

:erize% é moen g :;h-c;(;'t‘?ion. award of Rs 20,999 on the of: hr::k%
a 2in of Rs 50,000, occurring with sqlt:a: probag}htles On the othey .15

betinvolving a loss of Rs 10,000 or tl?e first alternative, it is interprete the} }eltccor lmog to his Preferen
one would he prefer? If he opts foi r than the expected utility of t.he b?t whic eq}l)m's SU,, 000 +0.5 U,
utility of a sum of Rs 20,000 is gr‘;}?; then Uyy ggo > 5 utils. Next, ifhe is glve(l)loa:) c m;:e between a gy, Wﬂm{s
=0.5x0+0.5x 10=>5 units. ?01' (lth':lt s the amount — Rs 10,000 and Rs 5(1)], f W;lt. eq(;la] pm.babiliﬁes),am
of Rs 10,000 and the bet af be :tri?fe then,it would be similarly concluded t atthor im t"}’rm i8 Jesg y
- P:ri:ifirtsilti}tl;: S?iﬁ:i:tmsm utils. ’In a similar way, if we keep on lowering the amount frop, Rs 29,
expecte )

ision-maker as before, a yapy, o '
. ferences of the decision-ma » 2 Value ghyy ke
: ; 0, and asking for the pre Ay
1r'13cr<?as1(lllgtf;rv0hr;:: }}}zel\(::gg]d l?e indifferent between the two. For him, if this amount equals Rs 16,000, theny,
obtained a

that the utility of Rs 16,000 to that individual equals the expected utility of the given bet, Thus,
say ! pect
Uy 000 = 0-5 U_jg000 T 0-5 Uspggo = 5 utils.

ituation W
Continuing with the abpve slltuz'mona :
asked the question that if he 1s given

ilities i the decision-maker is offered a bet involving a loss of
::xltové%(;, ?;)i,tl:h: 5:;1?:&11111;? Ssal;l ;tllfobzlt{dlg gain with a Pr.obability, 9/10, or, alFt:.mativel'y, a giﬁgf
Rs 40,’000, and if he prefers the sure award of Rs 40,000 then it is reckoned that the utﬂ;ty of ﬂ‘lflis amm'ums
greater than the expected utility of the bet. Then we keep on lowering down the amount of sure gift to amive
a value for which he would be indifferent. If this amount is Rs 36,000, we have

Use000= 0.1 U_5090 + 0.9 Uso,000
=0.1x0+0.9x 10 =9 utils

In a similar manner, the different probability values for the reference points may be taken and the pal’thlliﬂl’
amounts at which the decision-maker would be indifferent to each of the values determined. The utility values
for each of the amounts are then obtained in the same manner as discussed above,

Once the utility values for severa

1 amounts of money are derived, they are plotted on the graph as shown
in Figure 13.3. ‘ : : ,

The amounts of money are shown on the X-axis while the Utils
utility measure ig depicted vertic

=B
<
H
=
a
g~
=3
@
o
ﬁ
3
Q
=
[¢)
—_
o
1

: - nuous curve, Thi 1318 -
is the utility function, .- his °

Notice from this function that ¢~ 5 uti
16000 = J utils, and 6 -
U-1o000 + (5/9)Useo00 = (4/9)0 + (5/9)9 = (4/9)

. 5 utils,
on t-he utility function derived, the decr. utils. As a check

lin question is pot exhibit- N ' oo

T T y i 50
) - , € assumpt; -10 20 30 40
Previously are ot being met With, and g h ptl.o.ns Stated o '000 Rs)
ision, In case the ind,ivid 10't oty func. ———— ivbiwist kil ‘
utility fanction can be used fo.. decisio:am]: l::ionmstent, the
“Making,

Before we discuss the use ilj
“ ; of utility fyney; :
utility functions follow. A statedZIr:;;On for decnsion-maki
» IO, i
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L gision e :
g™ isk-seekers, and risk-neutral.

|
{

1
1
!

i i il i b s i

SRS S ———

| yluesof @ be

z , : 555,
Also shown in the figure in reference is the utility function ofa

avers ho is al
.. averse is @ person who 1s always willing to "

ﬂs}: : :mall cash-certain amount than the expefted tond ' riskcaverse

t. Most of the people fall in this cat-
oy, Our above analysis of derivation of utility

fnction bas been for a risk-averse individual. The

jility function for such a person would be, like in

Figure 13.3, the one shown in Figure 13.4.

Risk-neutral

rorarisk-seeker, a person who demands an amount of
ash-certain in excess of the expected monetary pay- .
of, theutility function would be rising at an increasing ,

ate, Thus, a risk taker would gain more satisfaction ROSES
fom a bet where he can have a Rs 50,000 win (which

has 0.5 chance of occurrence) or a loss of Rs 10,000

with an equal probability, than a cash-certain amount . ' Amount of money
ofRs 20,000—the expected pay-off of the bet. He may 7 |
demand, say, Rs 25,000 in cash to leave the bet. Figure 13.4  Utility Functions

risk-neutral, the one who is neutral between
| to that. For instance, if a person is neutral
fRs 50,000 and a loss of Rs 10,000 with
to risk nor does he encourage

;ectiljh-cenain amount and a bet whose expected value.is equa
eqlla]een a sure Qayment of a sum of Rs 20,000 and a bet with a gain o
probabilities, he is said to be risk-neutral. A risk-neutral is neither averse

ILF 7 .
N orsuch decision-maker, the utility function is always linear.
e utili . . . ..
3 matlltl)ty functions of risk-averse, risk-seeker and risk-neutral decision-
Y be observed from part a of the figure that, if M be a certain su

of 4 ‘
z,,,(fgl; thar_‘ that represented by M, equal to 2M, is less than twice i
w- Similarly, from the parts b and c, respectively, it is clear that for a risk-

W=2U .
u for a risk-neutral individual.
f

makers are reproduced in Figure 13.5.
m of money the utility of an amount
the utility of the amount M. Thus,
secker Upyy > 2Uy while

Uiy Utility
Utility Usn = 2Un

UzM U2M < 2UM / U2M > 2Uum /

U, 7 Uam 7

U2M UM

Um 7

~_| v o3 Amount M 2M Amount
(©

M
N\(a ) 2M Amount‘//,ﬂ//
Rure

3.5
o r’ff";h- Lhcio nilnass
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I fthe utility function of a risk-seeker indicates that he has increasing ma.\
The increasing slope o

: i ma]lllil'
A laces more value on each ‘additiong] Tupee tyy
i osition improves, he places : : UD€ the p,
money. Thl.xs when hlsoiatsl:’e% ther hand, the marginal utility of money is de(;r.easmg., Acllne:ar uil w;ud
get. F9r a nsk—a;/t"-:rsel,ies a constant marginal utility of money for h?m. His utility Varies in direcy ,O;m
foransk-neut{:1 hllr:plt may also be observed here that while the ns.k-neut:ial dec1s1‘on makers oy da b
Lhe ;ntzteswamye ]inee;r utility function, the utility functions for the risk-evaders or risk-preferers are Iikel;?n
av . . -

differ in curvature from one decision-maker to another.

m fhe manager of a firm has two alternatives to choose from, for the next Quarter,

(@) To take a contract to supply an item to a company which would result in a sure profit of Rs 20,009

(b) To make and introduce a new product in the market. The likely proﬁt/loss- possib-ilities along wity g
likely probabilities are also given. Also shown are the utility values associated with the various prg

levels, |
Profit/loss -20,000 0o 20,000 40,000 80,000
Probability 0.1 0.2 0:3::.¢. 0.3 0.1
Utility (Utils) ~0.50 0 045 070 1%

Determine which course of action would be preferred by the manager when he wanted to maximise
(i) the EMV, and (ji) the expected utility. G

(1) The expected profit associated with the alternative (a) is given to be Rs 20,000 while for the altems

tive (b) it equals Rs 24,000, as given in Table 13.17. Thus, the manager should decide

for introducing the new product if he is seeking to maximise cxpected monetary value.
(1)) The expected utility, EU, for alternatix

with the profit of Rs 20,000 assocj i
seeks to maximise expected utility, he would

TABLE 1317 Calculation of EMY s 11} :

Profit/loss - Prob, —_\

() (i) Utility PR P S T
s Oxw @
-20,000 : ; ‘ e e
0 0.1 -0.50 —-2.000 -0.050
20,000 - | 3; ’ 0 | i oo
40,000 03 045 - iy | o

80,000 0.70

| 20 ‘ g
, 8,000 S
mo 042 —~
Example 13.6 @\: -
over the relevant port

.individual, Whosg Curren
Ion of hig

S o guncto!
t assets amount to Rg 80,000, has the following utity ¥ .

Overall asggt
Assets (tens of thousands of Rs) 65 ete o
Utilit e
d 0.24 028 =2 ? il
: 50 0.60 0.67 Liate
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: - . veciston Theory 721
| , oﬁered a betin which he has a sixty per cent chance of gaining Fls 20,000 and
000 and a forty per cent

o :jhea':ce of losing RS 20,000. Should he accept the offer?
f vely, he is offered participation in two bets each i - .
’_ Altemat“’e _ Involving a gain o i i
S b 0.6 and a 0SS of Rs 10,000 with a forty per cent chance. Should hg deck:: :i:fg;gggywtﬁ:: 'probabﬂrty 4
_ , ; in case (a)?
(a ord bet involving a gain of Rs 20,000 and a loss of Rs 20,000, we can calculate th (.).
Fllows: e expected utility
ﬂ__ . Assets ; Utﬂity PrObablllty Expected Uﬁhl}'
Gain 100,000 0.67 0.6 0.402
Loss 60,000 0.24 0.4 .
i . 0.096
Total 0.498

presently, he has a utility of 0.50, while if he accepts the bet, his expected utility is 0.498. Thus, he
would do vs.:ell not to accept the bet. i ’

/

() When he s invited to participate in two bets, the resulting expected utility can be obtained as follows:

Outcome ~ASsels s "Uﬁlit)) s w245 Probability” - Expected Utility
Loses both 60,000 0.24 ©0.16 (=0.4x0.4) 0.0384
Loses one 80,000 - 0.50 048 (=2x0.6x%0.4) 0.2400
Wins both 100,000 0.67 - 036(=06%06) 0.2412
Total 0.5196

Since the expected utility is in excess of 0.50 (the utility corresponding to his present assets level), he

should accept the offer.

 REVIEW JLLUSTRATIONS -

ne lakh are given below:

The relevant data for three alternatives to invest Rs 0

Relevant Data L that —
i ductis 0.7 an in that case :
expor T B mestic market with

ise it could be sold in do
o ST 40000 por Y20 Sl he expendituré per year is Rs 10,000.

_|n any case; t
a profit of Rs 20,000 per yea © ° tion, a net profit of Rs 50,000
5,000 1S incurred for rENOV& Lo - be sold as it is, for

If an expenditure of Rs 29, g
could be made. For this, thé robabillty is 0-8 ear from the date of
a profit of Rs 30,000. The

investment.

The company inW
iy a year. Otherwise it would p2@
M of the company is 0.2 .
- te of return

Fo,e 'Ment should be chosen and what would be the 1@

The probability of success in

25% if itruns successfully for

Id pa )
made woL ly. The probabilityforfallure

ncipal amount on

hich investment is r
y the pri
(ICWA, December, 1993)

&ch
Oft .
e investments, the expected percentage Ie
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Probability ' "Expected Value

Investment Return e
7 1
A Rs 40,000 0 oo oy
Rs 20,000 0.3 | |
34,000
— 10,000
24,000 -
B Rs25000 08 20,000
6,000
Rs 30,000 - 0.2
| 26,000 | 26%
c Rs25000 08 20,000
Rs 0 ‘7_0,2 3, _ 0
20,000 3 : 20%

—

Notes: 1. For investment 4, expected value of return is Rs 34,000. With a given expenditure of
Rs 10,000, the net return works out to be Rs 24,000 or 24%,.
2. Thereturn of Rs 25,000 on investment B
tion = Rs 50,000 — Rs 25,000.

is calculated as the profit on sale less cost of innovz-

States of Natyre (Market Conditions)
et VVAGL G

Low Medium High
Regqlar Shares 2%, 59, 8%
0 i (4]
Risky shareg -5%, 7% 15“/
Property 0 .
-10% 10%
20%
Over the past 300 days, 150 days h L‘—_o_
increase ¥S have been medj

According to the given informa
901300 or 0.30, 150/300 or

- b
1€s of . Wiy oll.ld
alternatiyeg are calculateq and‘ SO, and 60/3(( or of low, medium, apg high market conditions W ‘
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£ 13.18 Determination of Expected Return

e _ =
et Conditions Prob. ‘ rategy i)
— . o Regular Shares Ris.ky Shares Property
Medium 0502 005 0.07 0.10
High S e el T L 0.5 020
Expected Retum - -+~ I D RE g 0053 0.050 0060

ince the expected return of 6 pef cent is the highest for property, the investor should invest in this alternative.

[T Gkad Informatics Corporation summarises international information reports (on a weekly basis),
pn'n sophistited data and forecasts, which are purchased weekly by mutual funds, banks and insurance
companies. This information is very expensive and the demand for the reports is limited to a maximum of 30
its. The possible demands are 0, 10, 20 and 30 reports per week. The profit per report sold is Rs 30 and the
loss per report unsold is Rs 20. No production of extra reports during a week is possible. Further, there s a
penalty cost of Rs 250 for not meeting the demand. Unsold reports cannot be carried on to the next week.
Using the pay-off table, find out the number of reports to be produced if:
() Maximin or pessimistic strategy is adopted.

i) Maximax or optimistic strategy is used.

Fom the given information,

Profit per report sold = Rs 30

Loss per report unsold = Rs 20

P
Uer.lalty for not meeting the demand = Rs 250
"8 these valyes, the pay-off matrix can be derived as shown in Table 13.19.

TABLE

(CA, May, 1991)

May " Pay-ofy -250
1
Mum Profit . 0 l//

~—19 Pay-off Matrix
duced
NO Demand' . | M 30
Y Reports. : 10
per week 0 P SRS o ]
0 0 ‘200 00 ~100
i ~250 3 i 400
0
i ~250 ? a5 900
30 50 5
N -250 //—*-:ﬁd"' 600
mmu, -200 "~ - , 900
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, ence, according to the mayy,
Fihe minimum values i °2 o of Rs 200
. | 7 e 2

(i) Thte ?f:(;:l‘; 10 copies of the repofzfalues is 900 when 30 reports are produce Perw °"k~'ﬂm

1S 10 ‘mum s, ;

- maximur ¥ 30 repo

(ii) The maximum ar?r(;:‘fgt}l;‘ cthe decision is to produce _ \

to the maximax § ’

; its production beyond its existing ;
to increase | . dt '
Example 13.10 RS ConipEy n?,iisto increase the production capacity: %'h\

xam 40

ac
rowed the alternatives to two app;omimon' >
(1) expansion at a cost of Rs

isati t of Rs 5 million... i implementation, Ma
(2) modernisation, ?:1 a:ecc:)jre the same amount of time for imp nag
Both approaches wou

eme"“!b‘
: : oderate. Since high eMand e, X
. back period, demand wil e|therr] > :)'ggb?ﬁty of high demand hgs geen wh%
over the required payt a| than moderate demand_’_t ep 12 million but modernisation gnp, o &
to be somewhat less ||ke_Y ould gross an additional R_’S \ o On' the other hang , @
deand ks higg' e)'(l?arr\lSInge“:o Idwer maximum Pr?lqudflorn ei?)insigﬁ and Rs 5 million fo; the%'
amount of Rs 6 million, would be Rs 7 million 1o ! ¢ s
moderate, the cor::‘pagaob;edzjtf:gl;;elsprofit in relation to various action-and-outcome combinatigy I
(i) Calculate the , _ :

on [ i r and {
(..) IffthetCOIllpal ly Wallts- tO maXilllise ltS EMV, ShOUId |t ”IOdernlse (0] eXp ?
]

(MBA, Dehi, A
L. | |
iii) Calculate the EVPI and EO N . |
E (n)l the given information, the conditional profit matrix is obtained as shown in Table 13.20.

10 ,

TABLE 13.20 Conditional Profit (in millions of Rs)

_ ‘ Course of Action i
* 5 -l o r 3 ¥
Demand Probability Expand Modﬂ'___:__'
. l
High 0.35 4 | 0
Moderate j 0.65 (1) ot i SR
: ' 035
Expected Profit 0.75 A

From the expected values
Calculation of EVPI

EVPI = EPPI - Expecteq profit for optimal decision
EPPI=0.35 x4 + 0,65 0 = s 1.4 (million)

EVPI=Rs 14 _ Rs 0.75 = Rs 0.65 (million)
Calculation of EOL

» it is evident that t

: 3x0.35+0x0.65=1.05
m&q A stockis

tof a particy|ar - fit of R
. 0 ' COmmodity makes a profi
given here; Pirehase, otherwise N@incurs a loss of Rs 30 on each item. The.
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of ftems sold within the same week ‘ 5 8 .
o _ S il
10
24 9 6 0

cind out the optimum number of items the stockist should buy every week in order to maxi
ximise the profit.

) e the expected value of perfect information.
(CA, May, 1996)

) Calcula
. the number of items sold in a week are between 6

) Sincet . : en 6 and 10, we may consid i

( units as the COUISES of acthn. Also, the given frequencies may be)::onvzlrt:crlsit:t‘;klti:;:'rl?lfgh y
sividing each of them by their sum total, that is 60. Now, using the given data, the con‘:iitiona'] ;;la;s.:f);'

matrix 18 given in Table 13.21.

TABLE 13.21 Conditional Pay-off Matrix

| Y s
No. of Units Stocked
No. of Units Sold Freq. < - Prob. ST warra = :
1 I s (e 8 9 10
6. i v wiEliagl 0:157 55 180 % 150 120 90 60
7 Mot 000% HE 180 o A1 180 150 120
8 245555355 0,407 180 210 240 210 180
9 fos b 18020 7% 210 240 270 240
| 710 e T R 6 i 01018 BR0Y j 0210 240 270 300
| Expecied Vallud ™ IS T e 1y 201 210 195 171

The expected pay-off for each of the actions is shown in the last row of the table. It is highest for the

strategy of stocking 8 units. Thus, optimal strategy: stock 8 units.
) To obtain EVPI, we first calculate expected pay-off under perfect information (EPPI) as follows:
EPPI=0.15%x 180 + 0.20 + 210 + 0.40 x 240 + 0.15x 270+ 0.10 x 300 =Rs 235.50

EVPI = EPPI - Expected pay-off under optimal policy = Rs 235.50 — Rs 210 = Rs 25.50

h of one per cent chance of
O i s 00,000; and a one-twentieth of

 will ¢ orty to the extent of Rs 1.00.
ause damage to the property letely destroy the property. The management of the

nce of catching fire that will comp A ——_—
any deciqg 9 i urance policies:

esto i i - _wing two alternative ins

to insure the property and is reviewing all losses expect the initial

A oo
sp Olicy with Rs 50,000-deductible, that is, the insurance company covi:\sof one per cent of the value
of %0,000. The annual premium for such a policy is known to be one-ten
(b) the propeny.
| no-q .
;:he mmpanefiu(:tmn policy with full compensa
Uthe oppol_{ S Objective is cost minimisation.
Acc“rdingt Unity loss table, for the situation an
Othe given information, the management has two
A, : The Rs 50,000-deductible policY: an
Ay: The full compensation policy

remium of Rs 1,000.

n annual p
’ 2 Sketch both, the pay-off table

should it opt for
h of them.

choices open:

tion having

which policy
d solve bot

-
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The various states of nature and their probabilities are: , =Y
State of Nature, E; Prob., p; :
E,: A damage of Rs 1,00,000 0.0010
E,: A damage of Rs 8,00,000 0.0005
' 0.9985

 E;: Nodamage
The pay-offs associated with different act-event combinations are contained in Table 13,27 and th
pay-offs are calculated. ¢

TABLE 13.22 Calculation of:Expé'c’ted_Pay-offsl i A

Event. .. . Probability - ; s AR '
R : 00010 49200 99009
E; . 00005 749200 799000
E, 5 0.9985 - (800) : (1,000 '
Exp‘ected-Pay‘oﬂ' i (375) Ty e A
; . 375) . (500)

pected pay-offs associated with the acts are: Ai (375 ’and 4,(500)

d, is lower, the management should go in fortke
> derived from the pay-off values, are given i

. er 700. !
e 0
"IMated thay tng oo PaNCy o 0-190m compiex, It has been 5“9.9:;¢d
st XS

n \
DeannuaI basis, the new compléX
rannum is Rs 21,000. '
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| i pased On demand at similar complexes has been obtained:

ARAE L O SRR Average Price 7
~ Number of Days Daily Demand s peI:e[; ;CCUPIM
Peak Season 200 ‘ 800 Rs 100
In between 80 600 ‘ Rs 80
lack 5€850N 85 500 " Rs 60
" | . |
f table for a complex with 500, 600, 700 and 800 rooms;

@) prepare a pay-0
b) o the basis Of this data, advise management as to the number of rooms it should include;

ith reasons two further categories of data that would be useful before making the final decision.
(ICMA, May 1983, Adapted)

by 21,000 R while the
if R =500, all rooms

() state W

'a) Foreach of the different number of rooms; say R, the ahnual cost would be given

annual revenue could be broken down according to the particular season. Thus,
would be let in each season and all revenues willbe:

peak scason 200 % 500 x 100 =Rs 100,00,000
In between 20 x 500 X 80 = Rs 32,00,000

85 x 500 % 60 = Rs 25,50,000

n can be calculated for ea_ch of different sizes of the complex to get the pay-

Slack season

The revenues in each seaso
off table (Table 13.24).

TABLE 13,24 Pay-off Table (Rupees in lac)

Fapnsh,

et L
Bl No. of Rooms .
Season _ SR
s e 700 800
Peak T 1000 120.0 140.0 160.0
i L g L 38 384 184
Slack. il T 8.8 958 25.5 25.5

(b ' . i
) The annual profits for each room gize are as follows:
2.0+255

= Slac
R =500 : Profit= 100.0 + 32 _105.0=Rs 52
0+384+ 25.5-1260= Rs 57.9 lac

= : t=120.
R =600 : Profi Y 56.9 lac
R =700 : Profit =
Th R =800 : Profit=
e

of RZlge of complex yielding the maximum expect

) The g 7,90,000 per annum.
g naata on demand, cost and revenue are s€€
ture of investment, it would be advisable 0 €

o -
Profitability in the years to come-

0 rooms withan associated value

rrent estimatcs only. In keeping with

edoncu ;
nds in these figures to ascertain

noly bas
mingly ** " e likely tre

stimate
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W s o’

based on only the occupied rooms, having p ra
. s are presumably base . g
ooms.
unOC; uPlliiie; and thereby attracting revenue from rooms which otherwise would be Cmpty,
tion faci :

he annual demand for a seasonal product follows the distribution showp here
ea :
3,500 4,000 4,500 5,000
020 030 030 . 0.0

Example 13.14 |

Demand (units) : 3,000
Probability ;010

The manufacturer of this item can produce it byf c};neaogél:i ::tr ee methods:
i isti i nt at a cost of ks .
g :3?2;2§izlx$$grsgzﬁ:rem 22,000 whgse saI\_/age value at the end of the year would pe Rs 2000
The variable cost per unit, using this equipment IS‘RS 2. - : . :
(c) Buy special equipment for Rs 90,000, which would.be depreciated on straight-line basis OVEr a pergg
of 4 years. The variable cost using this equipment is Rs 1.20 per unit.
Which method of production should the manufacturer follow in order to maximise profit, assuming that prody,
tion must meet all the demand? i

Since the cost data are given in this problem, we shall determine the conditional cost values and tha
calculate the expected cost in respect of each of the methods of production. The method with the et
expected cost would be chosen. The calculations are given in Table 13.25.

TABLE 13.25 Calculation of Expected Cost

Event Prob. Courses of Action, A i

A, : Existing

4, : Special Equip. I A, : Special Equp I

E, : 3,000 0.10

S 24,000 26,000 26,100 |

Ez 4,000 0.20 28,000 27,000 26,700 !
314,000 0.30 32,000 28,000 27,300

E, : 4,500 0.30 36,000 ’ ’

Ey: 5,000 0.10 = %

40, '
L 000 30,000 28,500
pected cost 32,400 i
. 28,100 AN i e
Result:  Buy Special equipmen with a 4-year life | |

Example 13.15 [y
has defined two leve|
that each market ley
Summarised below:

CoOmpany is cons;

idering the i : _ A
S of sales as ‘high g 'El’o Ntroduction of 4 ney Product to its existing product rang®

W' on wh; g : i a
her with the ich to base its decision and has estimated the atioﬂis

el will oceur, toget

ir ;
“osts and consequent profits or losses. This infor

States of Naty
re Probabijt, Course of Action

Market py,
i duc
High sales (Rs '000) f
Low sales
0.7 150
=40

Scanned with CamScanner

N




. : ts a market '

¢ marketing manager sugges et research survey be rta ide fu

Oompa"y which to base the decision. On past experience with a ce)ll'tain umnadrzet f:;:cgrggﬁ-saﬂﬁr
I '

gtio" - assesses its ability to give - e .

mﬂ,:arkeﬁng ma?a;l?:vs. : y 1o give good information in the light of subsequent actual sales
g’ievements as 10T

parket Research Survey - - ' ' . Actual Sales

¥ Outcome ! ’ : Market ‘ngh' j Market ‘Low’

g sales forecast 0.5 0.1

.lndecisive' survey report .03 3 0.4

1ow sales forecast : 0.2 ‘ 0.5
/— '
gienthat to undertake the market research survey will cost Rs 20,000, determine whether or not thereis acase
memmoymg_the market research organisation. (MBA, Delhi, October, 1996)

[fthe survey is not undertaken, the éﬁ{pected profit is: o
| 0.3 % 150 +0.70 x (- 40) = 17 that is, Rs 17,000

Ifthe survey is undertaken, the following outcomes are possible, with probabilities as shown:

Actual sales ' = Sufvey outcome : e _ Probability
High % High 03%0.5=0.15
High ©% Indecisive 03 %03 =009
High Low 0.3 x0.2=0.06
Low . | High 0.7 0.1 =0.07
Low : Indecisive 0.7x04=028
Low Low 0.7x0.5=035

g the three possible survey outcomes,
P(High) = 0.15 +0.07=022
P(Indecisive) =0.09 + 0.28 =0.37
P(Low) = 0.06 +0.35 = 041

Ift - : . .
¥ Survey were to give a high sales forecast, then the probabilities of sales actually being bigh and low are:

P(High Sales/High Forecast) = 0.15/0.22 = 0-682

P(Low Sales/High Forecast) = 0.07/0.22 = 0318 |

org .and the expected profit is 0.682 X 150 +0.318 X (-40) = 89.58
h mdecisi\;e forecast:
P(High Sales/Indecisive Forecast) = 0.09/0.37 = 0.243

P k5
(Low Sales/Indecisive Forecast) = 0-28/0-37 = 0.757

and the expected profit is 0.243 x 150+ 0.757 X (-40) = 6.17
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For a low forecast: | £ 0.06/0:41 =0.146
:5h Sales/Low Forecast) = 0.06/0.
P(High Sales/Lo 12 035/0.41 = 0.854

t
P(Low Sales/Low Forecas I
:(1d the expected profit is 0.146 X 150 + 0.854 x (-40) _ s "
i g i tive, it implies that the company would expect to make a loss ifit laung},
Since this last value 1]s negal ;‘orecast Tt should not, therefore, go ahead and, consequently, ip g ey
' sales . _ ; .
produ::tdf(;?gf\:;ll:foi]; l\:e taken to be zero. Now, taking all possible survey forecasts into account, h‘”ﬁi
expecte |

fitis
expected pro 0.22 % 89.58 + 0.37 X 6.17 + 0.41 x 0 = 22.0 or Rs 22,000,

Therefore, as a result of taking the survey, expected profit has int_:reased from Rs 17,000 to Rs 22,000-&&
survey costs Rs 20,000 to undertake, it is evidently not worthwhile. |

amBleAs . € C : Contaigs
and is planning production for the summer, which is the peak period. The company wishes to ensure thy

has the best quantity of containers on hand: too few and sales will be lost; too many and the SUrplus will haye
to be stored over the winter at a substantial cost. The containers can only be purchase_d in lots of 500,

The following table shews the estimated lost contributions for various ordering patterns:

<]

£ An ice cream manufacturer sells soft scoop ice cream in special pressurised

V74,3

§ e o Number of New Containers Bought

0. . 57500 1,000 1,500

Poor summers—low sales : 0 20 20 30

Fair summer—reasonable sales 15 0 ; 15 20

Good summer—good sales ‘ 20 20 0 15

Very good Summer—very high sales | 30 25 15 0
Based on past data, the probabrlrﬁes of 7

Ce states that the forecasts a

P(fore .asi good but weather poor) = (0.3 re not 100% accurate, as follows:

P(forecast good but weather fair) = 0.4

. P(forecast good ang weather good) = 0.7
(forecast good but w co
eather yg =
You are required e v
(@) to Calculate the
n .
foroeser. Umber of Containers ¢

(b) to calcylate wh
(¢) to explain an
(b) above,

ether the decision in

(a) wo f
Y changes Made in the puzchaUld ne?q to be altereqg if the forecast is taken into acc"”"nd
¢ decision as a regy of comparing your answers 21
4
(ICMA, November, 1993, ?dp .

nalysis

(@) When g iSion |
The con:]?-t({ ec’sllon O the bagjs of past ¢
itional Jogg Contribu: Sl datg only: py;
ut . " prior
shgwn caleulated, Frop, the C;? are given in Table 13 5 % e iops 8
ordereq, Culations, jy evident g, t6.5Also, the expected loss contri®t ¥
urised container:
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/ . . . !
7 2 Calculation of Expected Loss Contribution (Prior)
g ™ )
qotes of Natré . ‘ _Pmbabmw | N - 0 Course of Action: No of Containers
// — it 200 1,000 1,500
B | 0.3 it e Oeser: a3
e 1 e oo ST £ 2205z et 0 0 20 30
S i s Dacigti e eyt e 5 20
gummer sty B T 26 21204 r tnetl 220 nias gt vori 0 15
gy Good Sumer o Oz gty 3ot o 6 o 23 e 1 1S 0
e Value o 13; ndnonn 2029 5004 -13.5: 20
0) When decision is based on forecasts: posterior analysis _
We may first calculate the probability of poor, fair, good and very good summer, given that the forecast

is good (E), s P(A/E), P(B/E), P(C/E) and P(D/E), respectively, using Bayes’ theorem us follows:
Given P(4) = 0.3, P(E/A) = 0.3, P(B) = 04, P(E/B) = 04, P(C) = 0.2, P(EIC) = 0.7, P(D) = 0.1, and
p(E/ID)=0.2. Accordingly, . ' ‘ it _
P(E) = P(4 N E) +P(BA E)+RCNE)*PDNE)
= P(A) x P(E/A)~+ P(B)  (E/B) + P(C) X (E/C) + P(D) % (E/D)
L 03%03+04x04+02x0.7+0.1x0.2=041
Now, 4 - a _ ‘
P(A/E) = P(A A E)/P(E) = 0.3 % 03/041=022.
P(B/E) = P(B " E)/P(E) = 0.4 X 0.4/041=039
P(C/E) = P(C " EYP(E) = 0.2 % 0.7/0.41 = 0.34
P(D/E)=P(D N E)/P(E) =0.1 0.2/0.41 = 0.05

?;Z]may now recalculate the expected values using these posterior probabilities. This is shown in
¢ 13.27. | 3 At
TABY, o e syt
&alculation of Expected Loss Contribution (Posterior)
St of N, | Course of Action: No. of Containers
& Probabilly; 0 500 1000 1500
P gt
Fo?rsum"‘e' 0 20 20 30
air Summer 0.22 ] 5 : ¥ k.
0.39 e .
Vo Summe, o g 20 o e
SVl : VRE 12.45 11.0 19.50 |

It; . :
Sli ;Sldear from the table that since the e\(peCth lost contribution 18 the lowest with 1,000, the order
u a ' ~ :

@be in the lots of 1,000.
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h hasing decision is changed now in view of the increased ability ®
i the purc : j : ; Of fo
(© Evu:;z;]);’t haspr esulted in deciding to purchase 1,000 pressurised containers ip gy, expeczzzh‘
weather. , .
good summer associated with good sales.. f,
| ' . ol | budget for the month of p....
‘ : s plant maintenance May s
Ie-13.17- An engineering company .
a cost vriance of Rs 1,200 on a total budget of Rs 20.,000. The facto.ry ma?ager is un%inm""h
it would be worthwhile investigating the cost variance and taklng a}ny COrrgctlvg action since pg %h
will cost Rs 1,000. Further, he estimates that given the usual variation on his maintenance costs, hewﬂldm'
have a 50% chance in any case of being in the range of Rs 1?,509 - Rs- 20,500.
Higher than planned maintenance costs could be due to engfneerlng failures more C?Omplex than e
These would be rectified after investigation. The manager estimates that consequential losses of Mot inyeg
gating such a situation could amount to Rs 4,000.

(@) Calculate the standard deviation of the estimated maintenance costs;

(b) set out the pay-off table for action on the decision as to investigation of variance;

(c) state the decision rule and the probability that the process is out of control which woulq lead by
decision to investigate: ~

should investigate the causes of the variances in May budget
aintenance budget follow a norma| probability pattemn).

(ICMA, May, 1982, Adapied

Area Between |
20000 and 280,
= 0.25

From the norma] real table, the »-
Ing to area = ()25 j 0.675. Thy

o 19,500 20,000 20,500

0= = M
Figure 136 Distribusion of Cost

Ost # 20,000)
=20,000)

. ntenance Costg




ﬂsliﬁ'zs pay-off Table
Event Acf' AJj |
A, ”
1 1,000 4,000
£ 1,000 S0

’ If the decision rule to be used s that of faMiSite the |
' Yeli g the expected cost : ;

- would depend upon the likelihood of each event. Let p be tlll)e prob:gisli’t;h;fcg)tusl;a:hc::urse of action

| ent. 3 ‘l j | y

| P(E,)=p and P(E)=1-p. Yo

$1

The expected values for each of the acts would be as follows:
E(A,) = 1,000p + 1,000(1 - p) = 1000
E(A,) = 4,000p + 0(1 - p) = 4,000p.

- Forindifference,

1,000 =4,000p or p = 1,000/4,000= 0.25.
trol exceeds 0.25, then the variance calls for

ThUS, .if the probability that the process is out of con
mvestigation. |

d ; | :

@ thn the process is under control, the variances 1 t
With mean = 0 and a standard deviation = Rs 740. The probabili

Rs 1,200 can be determined as follows:

_ 120020 _ 6
740

Area | )
(fz,a beyond z = 1.62 equals 0.053. Thus, t
in\fgou-rable or adverse) will occur = 2 % 0.05 :

stigated as the low probability of 11% is indicative ©

con i . -
No "ol or at least that the probability of its being out of contrql is !
Pr tg h@r.e the probability value 0.11 should not be taken t0 m'ean that };t repreess s
Obability of observing a variance in excess OL 1S 1,200 assuming tl,latt € proch
rocess not in control’ by C, we have,

€not ‘
/M0t the event process in control by € and ‘p
P(var. = 1,200/C) = 0.11-

To oa:
t .
neey 210 the probability that the process 15 11 contro

€ed
10 use the Bayes’ Theorem as follows: PO
— 1,200/C) X = —
P(Civar, = P (VoL —— ~ 1.200/C) % P(C)
=1 = var. = b
,200) P(Var_ _ I,ZOO/C) X P(C) + P(
H

he cost will follow normal distribution (as given)
ty of observing a variance of upto

Z
q cost variance as great as Rs 1,200
hat the variance should be

he probability that
might be out of

3=0.11o0r 11%. It suggests t
f the state that the process
greater than 0.25.
sents the conditional

ontrol. If we

| having observed the variance of Rs 1,200, we

y only if e knew P(C) and P(var- = 1,200/C)-

OWEV u ; e
€T, 1t is possible to calculate this Pr‘r-’bﬁblht
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T CRERLE The investment staff of TNC Bank is considering four investment
hare. bonds, real estate and savings certificate. These investments will be held for on

regarding the four proposals are given below:

Shares: There is 25 per cent chance that shares will dc_ec{ine by 10 per cent, a 30 pe
will remain stable and a 45 per cent chance that they will increase in value by 15 pe

under consideration do not pay any dividends.

Bonds: These bonds stand a 40 per cent chance of increase in value by 5 per cent ang

of remaining stable and they yield 12 per cent.

o ' !ls fol'ia:‘
Year, The éa‘\

I Cent

r cent, %:;?:HN

Real Estate: This proposal has a 20 per cent chance of increasing 30 per cent in value, a 25 r

of increasing in 20 per cent value, a 40 per cent chance of increasing in 10 per cen
chance of remaining stable and a 5 per cent chance of losing 5 per cent of its value.

Savings Certificates: These certificates yiéld 8.5 per cent with certainty.

Use a decision tree to structure the alternatives available to the investment staff, and using the e
criterion, choose the alternative with the highest expected value.

(MBA, Deipi, ng, -

pf0p°sa ~ RN

2\
60 percmt%

t value, 3 19 p‘?:

The tree diagram is shown in Figure 13.7. ™

Decline 10% - |

0.25 0.90 |

G\,/ Stable | 5

—\/\ 0.30 1.00 :

Increase 15% Pr f

. 0.45 ; |

‘\éev Increase 5%, yield 12% |

& 1917 '.

- @ |
& o ' |

S o b e Stable, yield 12% |

0.60 _ 112 ]

Ry Increase 302 ;

e, 0.20 1.30

Ve Increase 20, ;

d‘;}—' 0.25 1.20 !

s o Increase 109, |

wo 0.40 1.10 .!

6,.,,,,_‘ Stable :

2 0.10 1.00 i

9 !

B, Decrease 59 E

0.05 0.95 |

_‘ o __Yield 8 5%
-M
| e _ 1.0850 .
Flgm'e, 13.7 Decision Tree. — 3

become in each
Node | 0.25% 0.90 + 3 shown calculageq below: ch case
Node 2 - 0% 1.00 + 0 45 elow
N des 040X LI7+0,6x 115 it 1.0425
ode :0.20><]30+02 . =1.
: 25 % 1,20 _
Node4 : 1,00 x 1.0850 +040x .10+ 0,10 1.00 + 0,05 e
; 05%095 =1.1475 .
= 1.0850
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A Financ Manager is considerin illi
13 e / n g.drilling a well. In the past, only 70% of wells d =
. e pa y s drilled were
t 20 metres depth in that area. Moreover, on finding no water at 2:; mtlat i "
res, some persons in that

g per ™
15,000 to bu water from outsi ‘veri
decisioi:: are consider:d: side for the same period of getting water from the well. The following
() Do not drill any well;
(i) Drill up to 20 metres, and
(i 1fno water is found at 20 metres, drill further_.ubto 25 metrés. ot

Draw an appropriate decision tree and determine the Finance Manager's optimél strétegy
s riing e 80t 89 (CA, May, 1992)

Based on the given information, the decision tree is shown in Figure 13.8.7 "~

Do not dri R ok’ :
drill Rs 15.000  NoWater Rs 15,000+
ORI = Rs 27,500

. 25m
No Water Rs 500 x 25
: ' 0.2 = Rs 12,500
_ Do not drill Rs 15,000 + Rs 500x20
Drilupto 20 m further (stop) = Rs 25,000
Water Rs 500 x 20

g 5 0.7 = Rs 10,000 '

P 55 Do
.8  Decision Tree: Drilling Problem

The apatue:
“alyms_of the tree is given in Table 13.29.

\gp\nalysis Table: Decision Tree ’/________,_,.__-———-
Depic: At Decision
%m\nNOde Options ; Expec =
! g % 27,500 + 02X 12,500 _
Drill up to 25 metres 0.8 X 2'{: s 24,500 Drill up to
_ ack B Rs 2 5’000 25 metres
\ Stop :
. | RE 15,000 0 Drill up to
Do not drill X 10,00
0.3 X 24,5007 il 20 metres

& Drill up to 20 metres
' : de 2 implies tha

Frq
 th : - Ve
i() metr:Sanalysis table, it may be observed that decision at :soshould be done.
2{)‘0 : i“d water is not found, then drilling uP 12”4 cost. ThuS:
Mo, UP 10 20 metres as it involved Jower eXPeCY
'l 1o 25 metres:

€S and ;
d if water is not struck then
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Exampl
awarded i
The Corporation may set u

) idering whether to go for an offshore dg .-
Oil India Corporation is consi bl rilin

e 13.20 T:q?ghl i they bid, value would be Rs 600 million with 65% chance of gainir?:o. iy |

n Bomay - p a new drilling operation or move already existin 1he

9 Operag, My

roved successful, to new site. The probability of success and expected returng are ag aho,‘,'_‘%
hasp : H ’ . e '_-7' 14
e New Drilling Operation Existing Opefatlbn'l”u "’3 e
; Expected Revenue s . | > o

Outcome Probability (Rs million) Probability | “"*’c‘ﬂm,‘,,,,‘l

(Rs iy

Success 0.75 800 085 S

1 00
Failure 0.25 200 0.15 350

If the Corporation does not bid or lose the contract, they can use Rs. 600 millio_r.l'to mW
This would result in a retumn of either 5% or 8% on the sum invested with probabilities 0.45 ang 0.55, Sy

(@) Construct a decision tree for the problem showing clearly the courses of action. '
(b) By applying an appropriate decision criterion recommend whether or not the Corporation should bid e
contract. (MBA, Delhi 25
The decision tree is shown in Figure 13.9.

T —
New Success i

Drilling

(600 m)
Awarded n’
0.65 g
Move 0 |
Existing |
Bid the i
- (600 m) ol
contract 015 f
Do !
Nothing f
|
Modernise i

RetuMc s m

5% Return

630 m
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. tre€ 1S analysed below:

o Optlons : i e EMV
Decision

pe!

D '
2) New drilling 0.75 x 800 + 0.25 x 200 — _
(@ 00 - 600 = 50 m New drilling

ove existing-operations 0.85 % 700 + 0.15 x 350 ~ 600 = 47.5
=47.5m

(b) M
7 (@ Do nothing ; -
| ) v
| (b) Modernise 0.45 x 630 + 0.55 x 648 — 600 = 39.9 m odernise
ks e nOth'ing 0 Modernise
(b) Modermse 0.45 x 630 + 0.55x 648 — 600 =39.9m
4 (o) Bid the conirac 0.65 x 50 +0.35x 39.9 =46.465m Bid the contract
| 39.9m

(b) Do not bid the contract

1
Decision: Bid for the contract. I_f the contract is awarded, then set up new drilling operation. If not, then modernise.

A —
S -

developed a new product in its R&D laboratory. The company has the
y to market this product straight away. If the product is successful, then
returns will be Rs 120 lakh with a probability of 0.70. If the
turns will be only Rs 15 lakh with probability of 0.30.

product building a small pilot plant. The
80. If the test market gives favourable

o iEvall A company has
tpion of setting up production facilit
uverme/ three years expected product life, the

| natket does not respond favourable, then the re

' The company is considering whether it should test market this

i thance that the test market will yield favourable response is 0.

| fesponse, then the chance of successful total market improves to 0.85.

fthe test market gives poor response then the cha he total market is only 0.30.

{ Asbefore, the returns from a successful market will be Rs 120 lakh and from an unsuccessful market oply
Rs151akh. The installation cost to produce for the total market is Rs 40 lakh and the cost of the test marketing

' ) ] . ly-
gnlot plantis Rs 5 lakh. Using decision-tree analysis, -tree diagram, carry out necessary analy

w a decision
%o determine the optimal decisi , s (MBA, Delhi, Nov. 2008)
. ptima ecusmnw

successful 120
0.70

nce of success in t

Set-up facility
(40)
N\ ‘Unsuccessful__ 15 Successful
120
0.30 0.85
) Unsuccessful 15
0.15

Test market

(5)

' facility 5
N

Bure
13, -
10 Decision Tree: Setting wp Facility
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== the given information, the decision iree is shown in Figure 13.10. Note that, 1o ;h
Using )

. n With,
: ili test market. In case it decid the
o roduction facility or go for Ml €S for {
has two or;:]t:lc;/nsset Jg tS:; Eﬂ:ﬁiw or quit, whether the result of test marketing is favourable or ,:;t "’322
company m .
The decision tree is analysed below.

Decision Node Options - EMV(in lakh of Rs) ' \
1 Set up facility 0.85x 120 + 0.15x 15— 40 = 64.25%’

Upf
Do not set up 0 i
; Set up facillty 0.30 x 120 + 0.70 x 15 — 40 = 6.50 \SMM
' Do not set up 0
i 30x15-40=485 oo~
3 Set up facility 0.70x 120+ 0 b up
- Test market 0.80 x 64.25 + 0.2 x 6.50 — 5 = 47.7 acy
.din . . \
Thus, the company should set up production facility straight way and not undertake tes market
¥4 A businessman has two independent investments A and B available to him but he gy

dertake both of them simuftaneously. He can choose to take A first and then stop, orifAg
, Or vice versa. The probability of success on Ais 0.7, while for Bitis 0.4 Bothi

| tree and determine the best strategy (CA, May, 1963
The decision tree corresponding to the given information is depicted in Figure 13.11. -
Stop Rs 0 !
!
3
A 2] %, _ | |
&Q A %,@ : Success 0.4
&S Rs 5,000 |
Q@ 800 |
RS @ ’3% Failure 0.6 |
& Rs 2,000 |
. Q |
Y o Rs (2,000)
Do Nothing Rs 0 -\——~_._
‘Voo% Q’Q‘p Rs (2,000)
2 § :
¢ ,(rb*)
@ Success 0 7
R
< s 3,000
%, oo
\& Ay
by ‘Po (FPQ
Qco v Failure 0.3
n Rs 2,000
Stop Rs g , '

Figure 13.11 Decision Tree: Investment P
an
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i

| /‘.i;. there are five strategies: (a) do nothing, (b) accept 4 and then stop, (c) accept B and then

e
N A . A s . o a -
L At 17 s

i

chrding to t d ifSUCcessful then accept B and( )
) scceptA a0 d’ ed in the éir cles re rese:;t' ;) accept B and, if successful, accept 4. The expected
h > ca § in =N
p ffvalues are 1nC1 >Tep g chance nodes. There are three decision points marked
d3
Wi . - . . :
qaluation of decision Pomts by calculating expected values is contained in Table 13.30. The optimal
e_ﬁo 1ist0 accept 4 and, if successful, then accept B.
fecst :
TABLE 13.30 Evaluation of Decision Points
Decision Point - OQutcome P robability Conditional Value Expected Value
,‘/-—‘-— = ‘\,v A
1. Acceptd Success 0.7 L .- ~ Rs 3000 2.100
pa 1035 U Re(2,000). (600)
. 1,500
: Stop N ‘ : i 0
2. AcceptB Success L E04 b RS 5,000 2,000
‘ Failure 06 -, Rs(2000) .. (1,200)
' 800
Stﬂp ‘ o 0
3. Accept4 Success 0.7 . Rs3,000+800 2,660
Failure 0.3« i Rs (2,000) (600)
2,060
Accept B Success 04 ' Rs 5,000 + 1,500 2,600
Fulidris i ggt 15 RS (2,000) (1,200)
: 1,400
D : 0
~——2nothing
FZEEER] Re-solve Example 13.22 by preparing a pay-off t2ole
Ftthe g P iven here:
®&ven problem, the various acts and states of nature, the events, arc given et
Courses of action: A . do nothing
| 4, : acceptAand then stop
. accept B and then stop
js acccgt A and, if successful, then accept B
A4 accept B and, if successful, then accept A
Events: ES both 4 and B arc successful
. E‘ A will be successful but not B
Ez B will be successful but not A
53 neither 4 nor B will be successful
4
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ICL) e et o \

— ious events are: _
e pmbab”m;S ngano 28; E,:0.7x0.6= 0.42; E;:03x04=0.12,and £,: 03 x 0 6 =0.18,
E] :0. xXuv4a=u 4 S

ditional pay-offs resulting from different combinations of actions and events are gjven iy Table iy
nditional pay-o1is, .

L s the largest, it represents the optimal choice.

Since the expected value for the act Ayl

TABLE 13.31 Calculation of Expected Pay-offs

—__ 8
Act, 4; ;
, —
Event, E; . Prob. py . = ‘ i, 4 ;
: R
E 0.28 0 3,000 5,000 8,000 8,000
1 p e ‘
E 0.42 0 3,000 .. (2,000) : 1,000 (2,000
2 ’ 5t it 3
E 012 0 (2,000) ‘ 5,000 (2,000) 3,000
3 e Ve :
E, 0.18 0 © (2,000) (2,060) (2,000) (2,000
Expected Pay-off 0 1,500 v it 800 2,060 1,400

SEUIEHEPIE Mr X is considerin

g whether to make an investmentin a project with the following
likely returns:

Amount (Rs) Probability
2,00,000 0.6
-40,000 0.4
The utility function of Mr X is approximated as follows:
U=-0.0003M2 when M < -5,000
= 1.05M when M > -5,000
Should the project be un .

dertaken by him? Consider (a)

utility criterion,

Expected Monetary value criterion, and (b) Expeck?

i yhility
" Pro??g'[”y Expected Monetary Value Expected
iii

2 (ifl)
(i) x (i) _’@"ﬁ/
000
0.6 120,000 1262
04 ]9‘2.000

-16,000 /
000

'66’ 3 ": {
* .

‘Obtalned by subslituting Monety . 104,000 / n
_Since EMV js positive, the ™Y Values jp g,

N sinc cMtaken accordin
€ EU jg Negative

-
accepted on the bagjg ofths E(){Jc?ristl::iuld bey
O
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Theory of Games

INTRODUCTION

In business and economics literature, the term ‘game’ refer

competition in which two or more competitors (or participants) gver .
in anticipation of certain outcomes over a period of time. The competitors are referred as players. A player

may be an individual, a group of individuals, or an organization. Few examples of competitive and
teraction between two or more competitors where

~ conflicting decision environment involving the in

techniques of theory of games may be used to resolve them are: (i) pricing of products, where a firm's

ultimate sales are determined not only by the price levels it selects but also by the prices its competitors
success is largely dependent on what the competitors

set, (ii) various TV networks have found that program :
presents in the same time slot; the outcomes of one networks programming decisions have, therefore, been
increasingly influenced by the corresponding decisions made by other networks, (iii) success of a business

tax strategy depends greatly on the position taken by the internal revenue service regarding the expenses
that may be disallowed, (iv) success of an advertising/marketing campaign depends largely on various types -

of services offered to the customers, etc.

The models in the theory of games can be classifie
Number of players: 1f a game involves only two players (competitors), then it is called a two-person game.
However, if the number of players is more, the game is referred to as n-person game.

Sum of gains and losses: 1f in a game sum of the gains to one player is exactly equal to the sum of losses
to another player, so that sum of the gains and losses equals zero, then the game is said to be a zero-
sum game. Otherwise it is said to be non-zero.sum game..

Strategy: The strategy for a player is the list of all possible actions (moves or coursés of action) that he
will take for every pay-off (outcome) that might arise. It is assumied that the rules governing the choices
are known in advance to the players. The outcome resulting from a particular choice is also known to the
players in advance and is expressed in terms of numerical values (e.g. money, per cent of market share or
utility). Here it is not necessary that players have definite information about each. other’s strategies.

The particular strategy (or complete plan) by which a player optimizes his gains or losses without
knowing the competitor’s strategies is called optimal strategy. The expected outcome when players follow
their optimal strategy is called the value of the game and is generally denoted by V.

Generally, two types of strategies are employed by players in a game.

(@) Pure Strategy: It is the decision rule which is always used by the player to select the particular
strategy (course of action). Thus, each player knows in advance of all Strategies out of which he
always selects only one particular strategy regardless of the other player’s strategy and the
objective of the players is to maximize gains or minimize losses. ' -

(b) Mixed Strategy: Courses of action that are to be selected on a particular occasion with some fixed
probability are called mixed strategies. Thus, there is a probabilistic situation and objective of the
players is to maximize expected gains or to minimize expected losses by makine choice among Pur®
strategies with fixed probabilities. g

s to the general situation of conflict and
are involved in decision-making activities

d depending upon the following factors:
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. Mathematically, a mixed strategy for a player with two or more possible courses of action is the st S of |
4 non-negative r-eal numbers (;_Jrobabmtles)_v.vhose sum is unity, » being the number of pure strategies of the
player If p; (j=1,2,..., n)is the probability with which the pure strategy, j would be selected, then,

S={P|,P2:---apn}§Pl+p2+...‘+pn=l;ijOofallj.

Remark: If a particular p;=1 (j =1, 2, ..., n) and all others are zero, the player is said to select pure
grategy J- A ﬂOW. chart of using game theory approach to solve a problem is shown in Fig. 1.

Write the pay-off matrix

Apply maximin or minimax principle

Is
there a saddle
point?

Identify the value of game and Yes -
write the optimal strategy “
of the players '

Is it
a 2 x 2 pay-off
matrix
game?

Solve by using analytical " Yes
(or algebraic) or matrix method| «
for mixed strategic gamces

Use dominance rule to reduce the size of
A the pay-oft matrix to either 2.x 2,
1 2 x n or m x 2 size (order)

Is
pay-oft matrix
reduced
toa2x2

size?

Yes

Is
pay-off matrix
reduced to a
2xpormx2
size?

Use graphical method to solve «
the problem

Formulate and solve as an LP problem

Fig. 1 Flow Chart of Game Theory Approach
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TWO-PERSON ZERO-SUM GAMES

Pay-off matrix: The pay-offs (a quantitative measure of satisfaction a pla_yer gets at the end of the play)
in terms of gains or losses, when players select their particular strategies (courses of action), cap be
represented in the form of a matrix, called the pay-off matrix. Since the game is zero-sum, the gain of one
player is equal to the loss of other and vice versa. In other words, one player’s pay-off table would contyjp
the same amounts in pay-off table of other player with the sign changed. Thus, it is sufficient to constry
" pay-off table only for one of the players.

If player 4 has m strategies represented by the subscripted letters: 4, A, .. - A, and player B has 5,
strategies represented by the subscripted letters: B), B,, ..., B,. The numbers 7 and n need not be equa,
The total number of possible outcomes is therefore m x 2. Here, it is assumed that each player knows not
only his own list of possible courses of action but also of his opponent. For convenience, it is assumeq
that player A is always a gainer whereas player B a loser. Let a;; be the pay-off which player 4 gains from
player B if player A chooses strategy i and player B chooses strategy j. Then the pay-off matrix is shown
in the Table 1. BRI ’

Tablel Pay-off Matrix

Player A’s Player B’s Strategies

Strategies B, B, cee B,
A, iy, 1 -+ Gy
A a2 Qg  »vx pH3y
Am A1 Am2 e A n

Assumptions of the Game:

‘1. Each player has available to him a finite number of possible strategies (courses of action). The list may
not be the same for each player. |

2. Player A4 attempts to maximize gains and player B minimize losses.

3. The decisions of both players are made individually prior to the play with no communication between
them.

4. The decisions are made simultaneously and also announced simultaneously so that neither player has

~an advantage resulting from direct knowledge of the other player’s decision.

5. Both the players know not only possible pay-offs to themselves but also of each other.

GAMES WITH SADDLE POINT

The selection of an optimal strategy by each player without the knowledge of the competitor’s strategy is the
basic problem of playing games. Since the pay-offs for either player provide all the essential information,
therefore, only one player’s pay-off table is required to evaluate the decisions. By convention, the pay-0
table for the player whose strategies are represented by rows (say player A) is constructed. Now the obje"“_"e
of the study is to know how these players must select their respective strategies so that they may OPﬁ“f'ze
Fheir pay-off. Such a decision-making criterion is referred to as the minimax-maximin principle. Such priﬂ‘”l’le
In pure strategies game always leads to the best possible selection of a strategy for both players.

If the maximin value = minimax value, then the game is said to have a saddle (equilibrium) point’
the. CO!’responding strategies are called optimal strategies. The amount of pay-off, i.e. V-at an equilibriv™
point is known as the value of the game. A game may have more than one saddle point. |

¢ and
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qules to Determine Saddle Point

| gelect the minimum (lowest) element in
«ow minima’ heading. Then select the |4

rectal‘lgle, D . ‘

t the maximum (lar .

’ rsnz:z?ma’ heading. '(l‘hc%lesileel::n fil:t ' €ach column of the pay-off matrix and write them under ‘column
¢ lowest element among these elements and enclose it in a

eac et :
: esl: rlow of the pay-off matrix and write them under
gest element among these elements and enclose it in a

circle,( )
nd out the element(s) which i : ] : ,
> :ll::lent(s) in the ma(tr?x. l”][‘l}‘l:lhs I:l:;n::ztl:ethe circle as well as rectangle and mark the position of such
equilibrium) point. presents the value of the game and is called the saddle (or

GAME WITHOUT SADDLE POINT
incertain cases, there is no pure strategy solution for a game, i.e. no saddle point exists. In all such cases,

to solve games both the players must determine an optimal mixture of strategies to find a saddle

(equilibrium) point.
The‘(.)ptlmal s_trategy mixture for eacfl player may be determined by assigning to each strategy its
probability of being chosen. The strategies so determined are called mixed strategies because they are

probabilistic combination of available choices of strategy.
Remark: Forsolving a2 x 2 game without saddle point, the following formula is also used. If pay-off matrix
for player A is given by

Player B

' an 4dp
Player A { }

a; an

then following formulae are used to find the value of game and optimal strategies.

a3 ~ 9 Ay —ap

P = ) q =
1 a||+"22‘("|2+"21) ay +ay —(ap +ay)
' Ay Ay — Oy d
. 11922 ~ 4921912
where p,=1-p; g,=1—-q, and V=
2 I —
g ! a; +ay —(ap +ay)

etermine probability of using different strategies by players
en number of strategies for both the players are more than
Let (pys Pys - - » P @0 (44, 925 - - > Gp) DE the

Algebraic Method This method is used to d
A and B. This method becomes quite lengthy wh

two, Consider a game -where pay-off matrix is: [a,.j]m_,< " (
probabilities with which players 4 and B select their strategies (4}, Ay, - Ap) and (B,, By, .. B,),

respectively. If ¥ is the value of game, then expected gain to player.A when player B_ selects strat_egies
B,B, ..., B, one by one is given by left hand side of the following simultaneous equations, respectively.

Since player A is the gainer player and expects at least ¥, therefore, we must have

Player B |
Player A B, ‘B, i B,  Probability
A4, ap a e 21,; il
Ay Y a2 s b5 2n 2
A'm a,) l adm B onn Pin
q; SRR dn

Probability q)
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+amlpm2V

+am2me V

apprtappt ...
I £ : )
alnpl+a2np2+ +amnmeV

where pytpyt...+p,=1andp, 20 foralli

Similarly, the expected loss to player B when player A selects strategies 4,, 4,, ..., A, one by ope -
also be determined. Since player B is the loser player, therefore, he must have,

ay gy tapgy ... ta,q, <V

ay gy tap gyt tayq, SV

. A : R Q)
A ql'+am2q2 +"“*-amnqnS 4

where g, tq,+...+gq,=1and q; 2 0 for all j.

- . To get the values of p,’s and ¢.’s, above inequalities are considered as equations and are then solved

for given unknowns. However, if the system of equations so obtained is inconsistent, then at least one

of the inequalities must hold as strict inequality. The solultion can now be obtained only by applying trial

and error method. '

Graphical Method The graphical method is useful for the game where the pay-off matrix is of the size
2 x nor m x 2, i.e. the game with mixed strategies that has only two undominated pure strategies for one
of the players in the two-person zero-sum. game. _ ' ' '

Optimal strategies for both the players assign no-zero probabilities to the same number of pure strategies.
Therefore, if one player has only two strategies, the other will also use the same number of strategies.
Hence, this method is useful in finding out which of the two strategies can be used.

Consider the following 2 x n pay-off matrix of a game without saddle point.

Player B
Player A | B, B, ... B, Probability
A a1 a, ... a4, - p
4, e Gy - @y, p,
Probability q, q, Ce 9, '

Player 4 has two strategies 4, and 4, with probability of their selection p, and p,, respectively such

that p, + py =1 and p,, p, 2 0. Now for each of the pure strategies available to player B, expected P2
off for player 4 would be as follows: I ‘

'B's Pure Strategies A’s Expected Pay-off

B, ay Pyt ay py
'?2 ap Pyt ayp
B, a, Pt ay, P,
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ccording 1o the maximin crifer‘ion f-or mixed strategy gam
ity P and p, so as to maximize his minimum expected p
| pt: ioht lines reprfesentlnﬂgl p]layer z;’s especteg ﬁay-off values.
S iohest point on the lower boundary of these lines will give i
a mul;Dexpected pay'offs and the optimum value of probabizlgity pr:]::ll:in ;;n epected pay-off amang the
Now ‘the two strategies of player.B corresponding to those lines which pass through the maximin point
1 be determined. It helps in 'reducmg the size of the game to (2 x 2), which can be easily solved by an
c? the methods discussed earlier. : )
0 The (m * 2) games are also treated in the same way except that the upper boundary of the straight lines
cOmc;sponding to B’s exgected pa.y-off will give the maximum expected pay-off to player B and the lowest
oint on this boundary will then give the minimum expected pay-off (minimax value) and the optimum value
of probability 4 and g, '

es, player 4 should select the valu
| e of
ay-offs. This may be done by plotting the

mi

Linear Prog rammiljg Method The two-person zero-sum games can also be solved by linear
programming. Tl.1e major advanta.ge of using linear programming technique is to solve mixed-strategy games
of larger dimension pay-off matrix. : :

To illustrate the transformation of a game problem to a linear programming problem, consider a pay-off
matrix of size m x n. Let a;; be the element in the ith row and jth column of game pay:off matrix, and letting

p; be the probabilities of m strategies (i =1, 2, . . ., m) for player 4. Then the expected gains for player 4,
for each of player B’s strategies will be .

m

V=_Elp,—a,-j, j=1,'2,...,n'
i=

The aim of player A4 is to select a set of strategies with probability p, (i=1, 2, . . ., m) on any play of game
such that he can maximize his minimum expected gains.

Now to obtain values of probability p,, the value of the game to player 4 for all strategies by player
B must be at least equal to V. Thus to maximize the minimum expected gains, it is necessary that

ay Pyt ay p2+"‘+‘aml me__V
a2 P +a22p2+"'-_*-am2pm2 V

a,pytayupt.. T a, P2V ,
where pptpyt ..t Py I;piZO for all /.

Dividing both sides of the m inequalities and equation by ¥ the division .is valid as long as V>0.In
case ¥ < 0, the direction of inequality constraints must be .reversed. But {f y = Q, division would be
meaningless. In this case a constant can be added to all entries of the matrix ensuring that the value of
the game (V') for the revised matrix becomes more than zero. After optimal solution is obtained, the true
value of the game is obtained by substracting the same constant valug. Let p/V = x;, (2 0). Then we have

T P
A £-2—+...+am1721

My v
ay, y, Ty T Ty
- P2 Pm
aln%+azn—;/_+"'+a”'" y =
_I.)l_+—p—2-+...+£”_'=l
2 4 V
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Since the objective of player A is to maximize the value of the game, ;"";‘:‘i‘;;;ﬁ‘i‘zlzlalel'}t t0 minjp,
1/V. Similarly, player B is to minimize the expected loss V, which is equivalent to g 1/V. The reg

linear programming problems can be stated as’
Player A
Minimize zZ, (=1V)=x,+x+...T%,

subject to the constraints

izjp
ulting

Player B
Maximize Z, = 1/V) =y  +y, + .., +y
subject to the constraints

agntapyt...ta,y <

ap Xy @y Xyt t Ay Xy 21 . L
Ay T aply T - T 4y, y, <1

a;; X +a22x2+:..+am2xm_ 21

a, X tay,x, +...ta,, x, 21 ; am|y1+am2y2+"‘+amy,, <1
and o xl,xz,..‘., Jém >0 . . Y Vor ooy, 20
where xi=pilV20;i=1,2,...,m . where, yj=qj/V‘20; Jj=L2..,n

It may be noted that the LP problem for player B is the dual of LP problem for player 4 and vic
versa. Therefore, solution of the dual problem can be obtained from the primal simplex table. Since for
both the players Z, = Z, the expected gain to player 4 in the game will be exactly equal to expected los
to player B. -

Remark: Linear programming technique requires all variables to be non-negative and therefore to obtain
_ a non-negative of value ¥ of the game, the data to the problem, i.e. a;; in. the pay-off table should all be
non-negative. If there are some negative elements in the pay-off table, a constant to every element in the,
pay-off table must be added so as to make the smallest element zero; the solution to this new game will
give an optimal mixed strategy for the original game. The value of the original game then equals the value

of the new game minus the constant.

THE RULES (PRINCIPLES) OF DOMINANCE

The rules of dominance are especially used for the evaluation of two-person zero-sum games without saddle
(equilibrium) point. Certain dominance principles are stated as follows:

. For p]ayér B, if each element in column, say C, is greater than or equal to the corresponding elementin
another column, say C, in the pay-off matrix, then the column C, is dominant by column C; (i.c. rth
strategy is dominated by sth strategy) and therefore column C, can be deleted from the pay-off matrix.

2. For player A, if each element in a row, say R, is less than or equal to the corresponding element in

. another row, say R, in the pay-off matrix, then the row R, is dominated by row R, and therefore rowR,
can be deleted from the pay-off matrix.

3. A strategy say, k can also be dominated if it is inferior (less attractive) to an average of two or more other
pure strategies. In this case, if the domination is strict, then strategy k can be deleted. If strateg)
dominates the convex linear combination of some other pure strategies, then one of the pure strategies
involved in the combination may be deleted. The domination will be decided as rules 1 and 2 above.

Remarks: 1. Rules (principles) of dominance discussed are used when the pay-off matrix is a profit mafriX

for the player 4 and a loss matrix for player B. Otherwise the principle gets reversed.

2. The value of the game, in general, satisfies the equation, maximin value < V¥ < minimax valu

3. A game is said to be a fair game if the lower (maximin) and upper (minimax) values of the g
equal and both equals zero.

4. A game is said to be strictly determinable if the lower (maximin) and upper (minimax) va

game are equal and both equal the value of the game.
X

.
ame &°

lues of th
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(OLVED EXAMPLES

mple 1 For the game with pay-off matrix:
a ‘ |

X
; ‘ Player B
Player 4 l B, B, B,
4 =1 . 2 5 =P
4, 6 4 -6

getermine the best strategies for play

.~ ers 4 and B. Also determine the value of game. Is this game (i) fair?
« otrictly determinable’ : :
(ii) strictly ‘

[Gujarat Univ., MSc (Stat.), 1983]
presented by the positive quantities

ities. It is assumed that 4 wants to
atrix are what A4 receives, therefore,

golution In this example, gains to player 4 or losses to player B are re
whereas losses to 4 and gains to B are represented by negative quant
maximize his minimum gains from B. Since the payoffs given in the m
he is concerned with the quantities which reépresent the row minimums. Now 4 can do no worse than receive
one of these values, and best of them occurs when he chooses strategy A,. This choice provides a
pay-off of - 2 to A when B chooses strategy B,. This refers to 4’s choice of Al as his maximum pay-off
strategy because this row contains the maximum of 4’s minimum possible pay-offs from his competitor B.

~ Player B
Player 4 I B, B, B, Row minimum =~ .
4, | -1 2 D) -2 | « Maximin
A, I 6 4 -6 -6
Column maximum 6 : 4 @ «— Minimax

Similarly, it is assumed that B wants to minimize his losses and wishes that his losses to A be as small
as possible. There are column maximums that represent the greatest payments B might have to make to A.
The smallest of these losses is — 2, which occurs when A chooses his course of action, A, and B chooses
his course of action, B,. This choice of By by B is his minimax loss strategy because this column amount
is the minimum of the maximum possible losses. :

In Table 2, the quantity — 2 in the 4, row and B, column is enclosed both in box and circle. That is,
itis both the minimum of the column maxima and the maximum of the row minima. This value is referred
0 as saddle point. The value of the game is, ¥ = — 2, for player A. The value of game is always expressed
from the point of view of the player whose strategies are listed in the TOWS. . .

The game is strictly determinable. Also since the value of the game is not zero, the game is not fair.

Example 2 A company management and the labour union are negotiating a new three year settlement.
Each of these has 4 strategies:

I': Hard and aggressive bargaining 11 :‘ReaSc.)r}ing and logical approach
I . Legalistic strategy IV : Conciliatory approach

he costs to the company are given for every pair of strategy choice.
Company Strategies

Union Strategies / 1l 1 4
I 20 15 12 35

11 25 14 8 10

ne 40 2 10 5

A% -5 4 S 11 0

What strategy will the two sides adopt? Also-determine the value of the game.

Scanned with CamScanner



Solution  Applying the rule of finding out the saddle point, we obtain the saddle point which is enclogeq
both in a circle and a rectangle as shown below: g
Company Strategies

Union Strategies 1 I /4 IV Row minimum
I 20 15 -I 35 | 12 |« Maximin
II ' 25 ’ 14 8 10 8
Il 40 2 10 5 2
v -5 4 11 0 -5
" Column maximum 40 15 @ .35
' 1 Minimax

- Since Maximin = Minimax = Value of game = 12, therefore the company will always adopt strategy I1]-
Legalistic strategy and union will always adopt strategy I-Hard and aggressive bargaining.

, Example 3 Find the range of values of pandg Wthh will render the entry (2, 2) a saddle point for the |
game:

Player B
Player 4 | B, B, B,
4, 2 4 5
A, 10 7 q
Ay 4 p 6

Solution First ignoring the values of p and q in the pay-off matrix, determine the maxlmm and
mmlmax values in the usual manner as shown below:

; ~ Player B ’
- Player A4 B, B, - By  Row minimum
4, 2 4 5 2
4, 10 7 q 7 | « Maximin
Ay 4 P @ 4
Column maximum 10 7 @ «— Minimax

As shown above, since there exists no unique saddle point, therefore, saddle pomt will exist at the
* position (2, 2) only when p <7 and ¢ > 7.

Example 4 For what value of A, the game with follbwing pay-off matrix is strictly determinable?

Player B -
Player 4 B, B, B
4, A6 2
A, -1 A -7 . .
4, =0 4 A [Bharthiar Univ., MSc (Maths) 1989)

Solution  First, ignoring the value of A, determine the maximin and minimax values of the pay-off matriX,
as shown below:
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- Player B

B, B, B, Row minimum
4 A 6 2 @ « Maximin
2 @ A -7 —7
A3 =2 4 A =2
Column maximum @ 6 2
-1 Minimax

Since saddle poipt_ in the ab9ve table is not unique, the value of the game lies between ;1 and 2, i.e.
¢V <2 For strictly determinable game, we must have -1 <A <2, |

prample 3 Two players 4 ,al.ld B mat'ch- coins. If the coins match, then A wins two units of value, if the
coins do not match, then B wins 2 units of va‘lue. Determine the optimum strategies for the players and

ihe value of the game. ~ [Bombay Univ., BSc (App. Comp.) 1 985]
solution The pay-off matrix for the matching player is, |

Player B

Player 4 | H T
H | 2 - =2
T 2 -2

The pay-off matrix has no saddle point. The opti'mum mixed strategies for players A4 and B, respectively
are determined by ' '

)y —dy) - 2‘('2) _1 = =.1_.
= - - ’pz — P ).
] oy ,
and q, = a2 —412 - = 2 ( 2) =%;q2=.1'—q‘|=‘2".
ay +ay; —(app +az) 2+2-(-2-2)

The expected value of game (corresponding to above strategies) is give by
e Sn%n=%%, . 2"2'('2)x(—2),=
ay, vay —(ap +ay)  2+2-(2-2) o
Hence, the optimum strategies for the two players are: H : 12, T: 12 with ¥=0.
Example 6 Players 4 and B each take out one or {wo matches and guess hovy many matches opp:n;?;
® taken. If one of the players guesses correctly, then the loser has to pay him as many rupees as

"M of the number held by both players. Otherwise, the payout is zero. Write down the pay-off matrix and

Obtain the 0

ptimal strategies of both players.

Soluti L.
Plution ‘The pay-off matrix for the two players is given by
Player B
Player 4 | 1~ 2
1 | 2 0
4
2 e : ies for the two players are:
The Pay-off matrix does not have any saddle point. The optimum mixed strategies .

il
= $ 3’ .
2+4—(0+0_) 3

Py
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I
——— T 3
9 = 325a-(0+0) 37 '

: ies) is given b
The expected value of the game (corresponding t0 the above strategies) 15 g y

_8-0 _4
V=774-0 3

| : . p. =2/3, p, = 1/3; Player B+ ,
Hence, the 'optimum strategies for the two players are; Player 4 -.P| | P2 yer B - 4=

g, = 1/3 with V' = 4/3. o . » yame problem. The matchj
. . « biased coins” game p ching player ;
le7 Consider a'modified form of matching _ : : i
Ez:‘i:nll{i% 00 if the two coins turn both heads and Re 1.00 }f the coins turn ??:h. tal,lts;; The 0N-matchiy
glayer is ;;aid Rs 3.00 when the two coins do not match. Given the choice of being the matching o non.

i Id be your strategy?
' i hich one would you choose and what would B¢
matcrhmg player, whi . _)’_ [Delhi Univ., MB4, 1999

Solution The pay-off matrix for the matching player is given by,
Non-matching Player

Matching Player H ‘ T
H 8 "
T -3 _ 1

The pay-off matrix has no saddle point. The optin{um mixed strategies for the two players are determined by-

- l—(_3). _._4_.-. =1- ='_ﬂ.
T o3y 1T Th s
C1=(-3 4 _ 1
- ( ) )=E;‘72=1_q1_"{§,

L P R

The cXpected value of the game (corresponding to the above strafegies) is given by,

8-(-3)(=3) _

T 8+1-(-3-3) 15
Hence, the optimum strategies for the Matching playe'rs are same as for Non-matching player, i€
H :4/15; T =11/15.with V= 1/15. We would like to be non-matching player. ’

Example 8 Players A and B play a game in which each has three coins, a 5p, 10p and a 20p. Each selects
a coin without the knowledge of the other’s choice. If the sum of the coins is an odd amount, then A WinS
B’s coin. But, if the sum is even, then B wins 4’s coin. Find the best strategy for each player and the values
of the game. ' [Rajasthan Univ., MBA, 1989; Agra Univ., MCA, 1995]

‘Solution  The pay-off matrix for player A is given by

. Player B
Player A4 5p : B, 10p : B, 20p : B,
5p i A, -5 10 20
10p : 4, 5 -10 -10
20p : A, 5 -20 -20

The pay-off matrix has no saddle point. While we try to reduce the size of the given pay-off matrix, i may

be noted that every element of column B, (strategy B for player B) is more than or equal 10 €
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sponding element of row B, (strategy B, for player B). Evidently,

" )
cor;erB will always result in more losses as compared to that of selecti

pais inferior t0 B_2. Hence, delete the B, strategy from the pay-off mat

the choice of strategy B, by the
ng the strategy B,. Thus, strategy

; ' ri_x. The ;educed pay-off matrix is
Giown below: Player B
Player 4 | B, B, ‘' B,
4, - 10 20
..... SO PRt R
o A T 5_20 ...... _20

nce the profit due to strategy A, is greater than or equal to the profit due to strategy A,, regardless of
which strategy player B selects. Hence, strategy A, (row 3) can be deleted from further consideration. Thus,
the reduced pay-off matrix is: _

- Player B
Player A B, B,  Row minimum
dly -5 10 |-5
A4, @ 2100 -10
" Column maximum- - @ 10

This matrix also has no saddle point. Thus solution to this game can be obtainf:d by applying any of
the methods used for mixed-strategy games as discussed later. The optimal strategies for two players are

A:1/2,1/2 and B: 2/3, 1/3 with V= 0.

Example 9 Solve the game whose pay-off matrix is given below:

Player B
Player 4 | B, B B, B,
' 4 0
A 3 2 |
0 3 4 2 4
A2 4 2 4 0
; 8 |
' 4 0
€. ? (Meerut Univ., MSc(Maths) 1985, 88]

| duci i i - trix by usin
Solution The pay-off matrix has no saddle point. Reducing the size of the given pay off matrix by using
T principles. ird row yielding the reduced 3 x 4 pay-
From player A point of view, first row if i Z’ dominated by the third column.
Mmalrx. In the reduced matrix from player 5SP off matrix so obtained is
U, by deleting the first row and then the firs

dominated by t .
oint of view, first column|1

t column, the reduced pay-

Player B
B
player A | B2 5, 4
A2 4 0
2
A; 4 0 8
Ay
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Now it may be noted that none of the pure strategies of:players f:i igld ?('29 _:_ﬂgt;;lz?f(zo frg;/gf‘ their ot ‘
strategies. However, the average of payoffs due to strategies B,y ;nThu‘vs e B’ Sy d, §0 + 8);2} "
= (3, 2, 4) is superior to the pay-off due to strategy B, of player 5. ' 2 eleteq fion

the matrix. The new matrix so obtained is: Player B
Player A | By By .
A, 2 i |
Ay 4 ¢
A, 0 J

Again in the reduced matrix, the average of the pay-offs due to sfrategi_es A, and A, of player A ie
{(4 + 0)/2; (0 + 8)/2} = (2, 4) is the same as the pay-off due to strategy A,. '_I'herefoee, the player 4 will
gain the.same amount even if the strategy 4, is never used. Hence; after deleting the strategy A, from the

reduced matrix, a new reduced 2 x 2 pay-off is obtained,

: Player B

Player A | B, B,’,
Ay | 4 - 0
A4' 0 8

Thfs game has no saddle point. Let player 4 chooses his strategies 4; and 4, with probability p, and
P, respectively such that p; + p, = 1. Also let player B choose his strategies with probability ¢, and g,,
respectively such that ¢, + g, = 1. Since both players want to retain their interests unchanged, therefore,

. We may write: '
4p, +0.p, = 0.p, +'8p2 | |

or 4p, = 8(I-p)ie.p,=2/3

The optimal strategies of player 4 and player B are (0, 0, 2/3, 1/3) and (0, 0, 2/3, 1/3), respectively. The value

ef the game can be obtained by putting value of p, or g, in either of the expected pay-off equations. That

is, - _

Expected gain to A : 4p; + 0.p, = 4(2/3) = 8/3 Expected loss to B : 4q, + 0g, = 4(2/3) =83

4g,+0.9, ="0.ql,+ 84,

or 49, = 8(1-q))ie.q,=213

Al

Example 10 In a game of matching coins with two players, suppose 4 wins one unit of value when there
are two heads, wins nothing when there are two tails and losses 1/2 unit of value when there is one head
and one tail. Determine the pay-off matrix, the best strategies for each player and the value of the game
to A. ‘

Solution The pay-off matrix for the given matching coin games is given by

Player B
Player 4 | B, B,
A, 1 - 12
4, - 12 0

As the pay-off matrix does not have a saddle point, the game will be solved by algebraic method:

F :i" 1: layer A: Let p, and p, be probabilities of selecting strategy 4, and 4., respectively. Then expect?
gain to player 4 when player B uses its B, and B, strategies, respectively is given by
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i (1/2)191 - g_”;) P2 2V B selects B, strategy (D
. - P2 '\Pz 2V B selects B, strategy @
et eI | &)

For obtaining value of p; and p,, considering inequalities (1) and (2) as equations and then with the

of Eq. (3), we get py = —2V and p, =— 6V. Substituti in Eq.
;elf O Thus, p, = 025 and p, = 0.75, Stituting these values of p; and p, in Eq. (3) we get
For Player B: Let g, and g, be the probabilities of selecting _strategies B, and B,, respectively. Then the -

pected 1058 10 player B when player 4 uses its 4, and 4, strategies, respectively is given by

91—~ (112) . g, SV 5 4 selects 4, strategy @
—(112) .9, +0.gq, <V ;4 selects 4, strategy ©)
and q, tq, =1 ‘ ©®

Consider ineq%lali.ties (4) and (5) as equations and then with the help of Eq. (6), we get g, Y% énd
g, = - 67. Substituting values of ¢, and g, in Eq. (6), we get V'=—1/3. Thus, g, = 0.25 and g, = 0.75.
Hence, the probability of selecting strategies optimally for players 4 and B are (0.25, 0.75) and (0.25, 0.75),

respectively and the value of the game is V=-1/8.

Example 11 In a small town, there are only two' stores, ABC and XYZ that handle sundry goods. The
wotal number of customers is equally divided between the two, because price and quality of goods sold
are equal. Both stores have good reputation in the community, and they render equally good customer

service. Assume that a gain of customers by ABC
nn annual pre-Diwali sales during the first week
newspaper, radio and television media. Wit
matrix given below. (Figures in the matrix represen

is a loss to XYZ and vice versa. Both stores plan to
of November. Sales are advertised through a local

h the aid of an advertising firm store ABC constructed the game

t a gain or loss of customers).
Strategy of XYZ

Strategy of ABC. Newspaper Radio Television
Newspaper 30 40 -80
Radio 0 15 -20 .
_ Television 90 20 %
Determine optimal strategies and the worth of such strategies for both ABC and XYZ.

[ICWA, Dec.1 987; Jammu

Solution  There is no saddle point in the pa

Si p )
ince each element in first column is more than the correspon

y-off matrix. Then reducin

AIMA (Dip. in Mgt.), Dec. 1996;
Delhi Univ. MBA, 1999, 2001)

g this matrix by rules of dominance.
ding element in the third column, therefore

Univ., MBA, 1990;

fmoving first column from the pay-off matrix, we get
_ o
ABC B, B,
|
Rl
A, 40 ~ 80
A, 20 50 -
ow is less than the corresponding element in third

m“lfn the reduced pay-off matrix, each element in second r
- Thus, deleting second row from the reduced matrix,

shown below:

we get the further reduced 2 % 2 pay-off matrix
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XYZ

ABC | 32 33 Probabihly
A, 40 - 80 Py
4, | 20 50 P
Probability . 4 9,

The reduced 2 x 2 pay-off matrix also does not have the saddle point. Thus, both the stores yge Mixeq

strategies. ' ,
For Store ABC: Let p, and p, be probabilities of selecting strategy 4 (news%agerz,tra:tg 45 (,telef’iSion),
respectively. Then expected gain to store ABC when store XYZ uses its B, and 3 BI€S 13 given by

40pl +20p, and - 80p, + 50p,; Py +p,= 1.

For store ABC the probability p, and p, should be such that eXpected gains under both conditions g

equal. That is
40p, +20p, =—-80p, + 50p, ‘
40p, +20(1 —p,) =—80p, +50(1 —p;); py+ Py =1
150p, =30 or p; = 1/5, andp,=1-p; = 4/5
Thus store ABC should apply strategy 4, (newspaper) with a probability of 1/5 and strategy 4, (television),
with a probability of 4/5. e s ‘

For Store XYZ: Let g, and g, be the probabilities of selecting strategy B, (radio) and By (television),
respectively. Then, the expected loss to store XYZ when store ABC uses its strategies 4, and 4, should be
40q, — 80g, =20g, +50q, ; q, +q,=1
40q, - 80(1 —¢gy) =20q, +50(1-¢g)) :
150g, = 130 or g, = 13/15, and g, = 1 — q, = 2/15
Thus, store XYZ should apply strategy B, (radio) with a proba'bility«'of 13/15 and strategy B, (television)
with a probability of 2/15. :

Substituting the values of p,, p, or g, g, in any of the gain or loss equations, we shall get the expected
value of the game (i.e. 24) as shown below: :

Expected Gain to Store ABC
) 40p, +20p, = 40 x (1/5) + 20 x (4/5) = 24
(i) —80p, +50p, =—80 x (1/5) + 50 x (4/5) =24
Expected Loss to Store XYZ ~
() 40q, - 80g, =40 x (13/15) — 80 x (2/1'5) =24
(i) 20g, +50g, =20 x (13/15) + 20 x (2/15) = 24
Here, it may be noted that the expected loss to one store is the same as the expected gain to another stor®

‘ ,. ket
Example 12 Two breakfast food manufacturers, ABC and XYZ are competing for an increased mar J

share. Thc:: pay-off matrix, shown in the following table, describes the increase in market share for A
decrease in market share of XYZ.
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XYZ

ABC Give Coupons Decrease Maintain Present Increase
Price Strategy Advertising
e Copors 2 N - ‘
pecrease Price ¢ l r :
Maintain Present Strategy -3 : 2 0 6
[ncrease Advertising ? - ’ l

Determine optimal strategies for both the manufacturers and the value of the game.

[Delhi Univ., MBA, 1990, 95]

golution  There is no saddle point in the pay-off matrix. Thus reducing the size of the pay-off marix by
nules of dominance. Each element of first row is less than the corresponding elements of second row,
erefore deleting first row. The reduced matrix becomes as shown below:

XYZ

ABC B, B B, B,
4, .6 1 12 3
A, -3 2 0 6
A, no 2 -3 q I

In the reduced matrix, each element of fourth column is more than the corresponding element in second
column. Thus, after deleting fourth column the reduced matrix becomes

| XYZ
ABC B, B, B,
4, 6 1 12
A, I | 2 0
A, 2 -3 7

Further compare rows 1 and 3 and then columns 1 and 3 and delete the less attractive row and column
from ABC’s and XYZ’s point of view. The reduced pay-off matrix is shown below:

: XYZ »
Give Coupons Decrease Price
ABC B, B, Probability
Decrease Price, A, 6 ; g |
Maintain Present Strategy, A; =3 | 2
" Probability 4, ' q;

i YZ u
The reduced 2 x 2 pay-off matrix also does not have the saddle point. Thus, both ABC and XYZ use

Mixed strategj
gies. N
strategy A, (decrease price) and 4 (maintain present

Or ABC: Let p, and p, be probabilities of se]ectmgBC 0B 2 7 uses its B, and By strategies is given

;t;atng): respectively. Then the expected gain to A
T 6p,—3p, and p,*2py; P1TP2T]
* Probability p, and p, should be such that expected gains ufl
6p, —3p, =P1 + 2P2

oY ip tp, =1
6. —3(1 —p) =p, +20 =P 3P T P27 )
p — 31 15;17, =5lorp1=l/2 and pz‘lfP1'1/2

der both conditions are equal. That is,
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; ime and strategy A4 o
Hence, ABC should adopt strategy 4, (decrease price) 50 per cent of ti gy 4, (malntam

present strategy) 50 per cent of time.

For XYZ: Let g, and g, be probabilities of selecting st
respectively. Then the expected loss to XYZ when A
6q, + 9, = — 39, +2q, 5 4 tq; =

6‘]1 +(1- q|) == 3‘]] o 2(1, - ql)
10g, =1 or g, = 1/10 and ¢g,=1-4,

Hence, XYZ should adopt strategy B, (give coupons) 10 per cent of t

~ price), 90 per cent of time. ,
The expected gain and loss to ABC and XYZ can be calculat
Expected gain to ABC : 6p, —3p, = 6(1/2) —-3(12) = 3/2
- | pt2p = 12 +212) =372
Expected loss to XYZ : 6g, + g, = 6(1/10) +(9/10) = 312
~3q, + 29, =-3(1/10) +2(9/10) = 3/2

Example 13 Two Firms A and B have for years been selling a competing product which forms a part of
both firms’ total sales. The marketing executive of Firm A raised the question: “What shm_lld be the fim’s
strategies in terms of advertising for the product in question’. The market research team of Firm A developed
the following data for varying degree of advertising:
() No advertising, medium advertising, and large advertising for both firms will result in equal market
shares. : ' ‘
(i) Firm A with no advertising: 40 per cent of the market with medium advertising by Firm B and 28 per
cent of the market with large advertising by Firm B.
(i) Firm A4 using medium advertising: 70 per cent of the market with no advertising by Firm B and
45 per cent of the market with large advertising by Firm B. ‘ '
(iv) Firm A using large advenisi.ng: 75 per cent of the market with no advertising by Firm B and
47.5 per cent of the market with medium advertising by Firm B.
(a) Based upoq the.foregoing informatio.n, answer Fhe -marketing executive’s questions:
[Delhi ‘U.mv., M{;A' 19 9 8 20'00' AIMA (Dip. in Mgt), 1989; Sardar Patel Univ., MBA, 1997]
(b) Wh_at ad\{emi{ng4 policy .s.houlld tf«‘lwm A pursue when consideration is_given to the above factots:
selling price, Rs 4 per unit; variable cost of product, Rs 2.50 Per unit; annual volume of 30,000 units

for Firm A4; cost of annual medium advertising Rs 5,000 and cost of annual large advertising Rs 15,0007
- What contribution, before other fixed costs, is available to the firm? .

[AIMA (Dip. in Mgt.), June 1988; Delhi Univ., MBA, 1998, 2000]
Solution The pay-off matrix of the game between Firms 4 and B is as follows:

rategies B, (give coupons) and.B2 (decrease Price)
BC uses its 4, and A, strategies should be

1

b

=9/10
ime and strategy B, (decrease

ed as showh below:

1

Firm B
Firm A No - Medium Large
. Advt, By Adwt, B, Adwvt, B, Row minimum
No Adwt., A, 50 40 28 28
Medium Advt., A, 70 50 45 45
Large Advt, A; 75 415 50 47 5
Column maximum 75 50 .50
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o the pay-off matrix it is observed that there is no saddle point in the problem

1 i , delete first i
ying rules of dominance st row (dom , :
Apl;l );olumns 2 and 3) from the pay-off matrix. Thtl:n:et;d o ied row) and then firt coliran (dominted
by bo! uced pay-off matrix so obtained is shown below:

Firm B
Firm 4
| - B B, Probability
Ay 50 45 7
Ay, 47.5 50 pl
Probability g, S
. 2

The reduced 2 X 2 pay-off matrix also does not have the séddle point. Thus, both the firms use mixed

; ting the same procedure as. dj i :
strategles- Adop 1scussed in earlier examples, th i ‘
1e calculated as follows: _ B _ ples, the expected gain to Firm 4 can

Expected Gain to Firm A o
50p, +47.5p, = 45p, + 50p, ; p, +p, =1
50p, +47.5(1 = p;) =45p, +50(1 —p,) |
1.5p, = 25 or p;=13 and p,=1-p, =2/3.
Expected gain = 50p, +47.5p, = 50(1/3) + 47.5(2/3) = 145/3.

Thus, the optimal policy for Firm 4 is to apply strategy A2 (médium advertising) with probability 0.33 and
strategy A (large advertising) with probability 0.67 on any one play of the game. With this policy, the firm
may expect to gain 145/3 = 48.3 per cent of the market share. s \

Market Share of Firm A
‘ Firm B '
Firm A4 No Advt. . ~ Medium Ad.vt. Large Advt.
No Advt, 0.50 x 30,000 = 15,000 0.40 x 30,000 = 12,000 0.28 x 30,000 = 8,400
Medium Adwt. 0.70 x 30,000 = 21,000 0.50 x 30,000 = 15,000 - . 0.45 x 30,000 = 13,500
Large Adwr. 0.75 x 30,000 = 22,500 0.475 x 30,000 = 14,250 0:50 x 30,000 = 15,000

Given that the expenditure on medium and large advertisements is Rs 5,000 and Rs 15,000, respectivel

et profit to Firm 4 can be calculated by using following equation: o |
Net profit = (Sales price — Cost price) * Sales volume — Advertising expenditure

T
he net profit to Firm A is shown below:

Profit to Firm A
. Firm B
s No Adwvt  Medium Advt. Large Advt.
ol | 5 x12,000 = 18,000 1.5 x 8,400 = 12,60
Medium gy, 1.5 2116?)(; li’ggg _ ié’igg 1.5 % 15,:)50 _5000=17,500  1.5x13,500= 5,(())(())% - 1325%(())
Sadi | 15 o 00016, 5 x 14,250 - 15,000 =6,375 15 15,000~ 15,000= 7,
~J0 |15 22,500 - 15,000 = 18,750 0 ,
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Observations

1. If Firm A chooses the strategy of ‘No advertising’, then minimum profi
can adopt its strategy ‘Large advertising’.

2. If Firm A4 chooses the strategy of ‘Medium advertising’, then
Firm B can again adopt its strategy ‘Large advertising’. .

3. If Firm A chooses the strategy of “Large advertising’, then minimum p
can adopt its strategy ‘Medium advertising’.

t is Rs 12,600, because Firy, B
minimum profit is Rs 15,250 becayge

rofit is Rs 6,375 because Firy, p

licy of ‘medium advertising’ to gain maxim
policy um

Based on these observations, the Firm 4 must adopt the ..
00 for advertising.

profit of Rs 15,250 among these three alternatives,and must spend Rs 5,0

Example 14 Two competitors are competing for the market share of the similar product. The pay-off matrix

in terms of their advertising plan is shown below: . ‘
- Competitor B

Competitor 4 ' No Medium - Heavy
Advertising Advertising Advertising
No Advertising 10 ' 5 -2
Medium Advertising 13 : 12 13
Heavy Advertising 16 14 - 10

Suggest optimal strategies for the two firms and the net outcome thereof.
| [Delhi Univ., MCom, 1990; MBA, 1994; HP Univ., MB4, 1999]

Solution Applying rules of dominance to delete first column (dominated by second column) and then first
row (dominated by second as well as third rows) from the pay-off matrix, the reduced pay-off matrix so

obtained is shown below: ;i
.Firm B -

Medium Heavy

Firm A Advt. B, - Advt. B,
Medium Advt. A, 12 | 15
Heavy Advt. A4, 14 _ 10

As the pay-off matrix does not have saddle point, firms will use mixed strategies. Applying arithmetic
method to get optimal mixed strategies for both the firms, the results are:

Firm B
FirmA BZ B3
- 4 4
A, 12 15 4-10=4,pU)= 7377
| 3.
A4 | ol 15-12=3,p ()= 33377
15-10=5 14-12=2
5 5 _ _2
pB)=35577 PBI=5577

Hence, Firm 4 should adopt strategy A, and A, 57_ per cent of the time and 43 per cent of. time,
respectively (or with 57 per cent and 43 per cent probability on any one play of the game, respectl\(ely'l)-
Similarly, Firm B should adopt strategy B, an_d. B, 71 per cent of time and 29 per cent of time, respectively
(or with 71 per cent and 29 per cent probability on any one play of t.he game, respectively).
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| Expected Gain to Firm A
@ 12 (4/7)+14 x(3/7)=90/7, Firm B adopt B,
() 15x(4/7)+10x(3/7)=90/7, Firm B adopt B,
Expected Loss to Firm B '
@ 12 (5/7) + 15 x (2/7) = 90/7, Firm A adopt A,
) 14 x(5/7) +10 x (2/7) = 90/7, Firm 4 adpot 4,

gxample 15 Solve the'following game after reducing it to a 2 x 2 game

Player B
Player A4 B, B, B,
LA | 7 2
A3 5 I 6

[Osmania Univ., MSc (Maths), 1985; Meerut Univ., MSc (Maths), 1986]

Sqlution In _the giv.en game matrix, the third row is dominated by second row and-in the reduced matrix
third column 1:9 dominated by the first column. So after elimination of the third row and the third column
the game matrix becomes

‘ Player B
Player 4 | B, B,
A, 1 _ 7

The optimal strategy mix for player 4 is: p; = 4/10 = 2/5 and p, = 6/10 = 3/5, where p, and p, represent
the probabilities of player A’s using his strategies 4, and A,, respectively.

The optimal strategy mixture for player Bis: q; = 5/10=1/2 and g, =5/10=1/2, where q, and g, represent
the probabilities of player B’s using his strategies B, and B,, respectively. The value of the game is 4.

Example 16 Use graphical method in solving the following game and find the value of the game.

- Player B
Player A I B, B, B, B,
A, 2 2 3 3 |
A4, 4 3 2 6 [Madras Univ., MBA, 1996}

A’s playing 4, and 4, in

Solution The game does not have a saddle point. If' the probability of player
then the expected pay-off

the strategy mixture is denoted by p, and p,, respectively, where p, =1 -p,,
(gain) to player 4 will be .

B’s Pure Strategies A's Expected Pay-off
B - 2p t4p
B, 2p, +3p,
B, 3p +2p
B, -2p +6p,

These four expected pay-off lines can be plotted on the graph to solve the game.
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The grdph for player A: A graphic solution is shown i e aula [ cutdiatioy = Ying

Ay e s on e S X L s B, e
= : -axis. From the g ’ . iy

pay-off of player 4 is measured along y-axis. F'rol g hen A plays 4, with p, = 0. These twq em;;ay_

off of player 4 is 2 when 4 plays A4, with p; = | and 4 “off of A when B Mg
points are connected by a straight line, which shows the expected pay-0 Plays B, Threg

other straight lines are similarly drawn for By, B; and B4-. Sy :
It is assumed that player B will always play his best possible strategdles yi:::del:i ::h:"’s“t("a)zztdms'uk 10 playe,

A. Thus, the payoffs (gains) to A are represented by the lower boup ;l');t esiblpusiratect Wl}h the mog,

unfavourable situation in the game. Since player A4 must choose his best p 81€s In order

realize a maximum expected gain, the highest expected gain is foupd at point P, where two straigp lineg
E,=3p, +2p,=3p, +2(1-p) and Eg==2p 6P == 2py +.6(l ~py)
nal (2 x.4) game reduces to that of the game with pay-off may;,

 Fig, 2. Here, the probability of player 4og ) 1
!
1
%

meet. In this manner the solution to the origi
of size (2 x 2) as given below:

Player B
Player 4 I B, B,
4, | 2 6 |
| A } A, Expected payofito A
21 1 7
6 T Byr 6
51 15
: B
4 T M4
B
3 1 23 3
Value of _— .
the game 2 1 2
V=229 1
P(IA) 21
P(A) 70 L=—P (4

Fig. 2 Graph for Player 4

The optimum pay-off to player A can now be obtained by setting E, and £, equal and solving for p
' 3py+2(1 ~P)==2p +6(1-p)orp =4/9; p,=1-p =59
Substituting the value of p; and p, in the equation for E; (or E,) we have,

| Value of the game, V=3 x 4/9 + 2 x 5/9 = 22/9 _
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The optimal strategy mix of player B can also be found in the same manner as for player A. If the
probabilities of B's selecting strategy B; and B, are denoted by g, and g, respectively, then the expected

to B will be :
loss . Ly =3q¢3 —2q, = 3q3— 2 (1 - q;) (if 4 selects 4,)

L, =2q;+6q,=2q;+6(1 —qy) (if A selects A,)
To solve for g5, equate the two equations -
3g3-2(1-¢3) =29, +6(1 — g4 or g4; =89, q,=1-q;=1/9
qubstituting the value of g, and g, in the equation for Ly (or L,), we have

Value of the game, V'=3 x 8/9 -2 x 1/9 =22/9

Example 17 Two firms 4 and B make colour and black & white television sets. Firm A can make either
150 colour sets in a week or an equal number of black & white sets, and make a profit of Rs 400 per
~ colour set, or 150 colour and 150 black & white sets, or 300 black & white sets per week. It also has
the same profit margin on the two sets as 4. Each week there is a market of 150 colour sets and 300

. black & white sets and the manufacturers would share market in the proportion in which they manufacture
a particular type of set. ; '

Write the pay-off matrix of 4 per week. Obtain graphically 4’s and B’s optimum strategies and value
of the game. . , [Bombay Univ., MMS, 1997]

Solution For firm 4, the strategies are: _
’ Ay make 150 colour sets, A, : make 150 black & white sets.
For firm B, the strategies are: _ ’ '
' B, : make 300 colour sets, B, : make 150 colour and 150 black & white sets.
B, : make 300 black and white sets. '

For the combination A, B,, the profit to firm 4 would be: {150/(150 +300)} x 150 x 400 = Rs 20,000
wherein 150/(150 + 300) represents share of market for 4, 150 is the total market for colour television sets
and 400 is the profit per set. In a similar manner, other profit figures may be obtained as shown in the

following pay-off matrix:

B's Strategy
A's Strategy By . B, B,
4, 20,000 30,000 60,000
4, 45,000 45,000 30,000

This pay-off table has no saddle point. Thus to determine optimum mixed strategy, the data are plotted
on graph as shown in Fig. 3. - ' ‘ ‘
~Lines joining the pay-offs on axis 4, with the pay-offs on axis 4, represeqts each,ot: B’s strategies.
Since firm A wishes to maximize his minimum expected pay-off, we conS{der the highest point of
intersection, P on the lower envelope of 4’s expected pay-off equation, This point P,repre.sentsht.l;;
Maximum expected value of the game. The lines B, and By passing through P, define the stra;eiles w 1]er

firm B needs to adopt. The solution to the original 2 x 3 game, therefore, reduces to that of the simp

Bame with 2 x 2 pay-off matrix as follows:

B's Strategy
A's Strategy B, By, Probability
A 20,000 60,000 P
A, ‘ 45,000 30,000 P,
}_’robability q q,
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488 Operations Research: Problems and Solutions

} A A, Expected payott to A
701 . 170
3l
60T 60
S0t .T 50
t 1 40
Value of./4Q' |
the game 30 - 30 .
V =38,182
20 20
10 10
0
P(A;) —0 ~—P(Ay)

Fig. 3 Graph for Player A’

The optimal mixed strategies of player 4 are: 4, = 3/ 1 1, A, =8/11. Similarly, the optimal mixed strategies
for B are: B, = 6/11, B, =0, B; = 5/11. The value of the game is V' = 38,182.

Example 18 Obtain the optimal strategles for both persons and the value of the game for two-person zero-
sum game whose pay-off matrix is as follows:

: Player B _
Player A B, B,
A, | -3
A, 3 5
A, -1 p 6
Ay 4 1
Ay 2 2
A -5 0

[Dibrugarh Univ., MSc (Stat), 1994; Karnataka Univ., BE (Ind), 1% 1

Solution The game does not have any saddle point. If the probability of player B’s playing strategies B‘
and B, in the strategy mix is denoted by q, and q2 such that 9 + g, = 1, then the expected pay-oft ©
player B will be:

A’s Pure Strategies B’s Expected Pay-off
A - 9, — 39,
4, 39, + 39,
43 = q, * 69,
4y 49, + q,
A 29, + 2q,
A6 "5‘]1 + oqz

The six expected pay-off lines can be plotted on the graph to solve the game.
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The graph for player B: A graphic. sohftion is shown in Fig. 4 where the probability of player B’s playin
By, i€ 4 is measured on the x-axis. Since g, cannot exceed 1, therefore x-axis is cut off atg, =1 Thi
expected pay-off of player B is measured along y-axis. From the game matrix, if o

, 4 \ player A plays 4,, th
expected pay-of:f of player B is 1 when‘ he plays B, with ¢, = 1 and =3 when he plays B, with 21 Z0, '}‘hes:
two extreme points are connected by a straight line, which shows the expected pay-off to B when 4 plays

A,. Five other straight lines are similarly drawn for A,y to Ag.

It is assumed that player 4 will always play his best possible strategies yielding the worst result to player
B. Thus, pay-offs ('lossc::s) to B are represented by the upper boundary when he is faced with the most
unfavourable situation in the game. According to the minimax criterion, player B will always select a

combination o.f strategies B, and B,, so that he minimizes the losses. In this case also the optimum solution
occurs at the intersection of the two pay-off lines.

Ey=3q, +5g,=3q, + 5(1 - q,) and E, = 4¢, '+; gy=4q, +(1-¢q)
The solution to the original :
(6 x 2) game reduces to that of

By

B, Expected pay-off to B

the game with pay-off matrix ‘ 7
of size (2 x 2) as shown below: 6 6
Player B 3 5
Player A | B, B, 4 4
A2 3 5 ‘ / 3 : . + 3
A, 4 1 Valueof ! - As )
_ the game 2 |
Now using the usual v=17/5 | l \ .
method of solution for a ol | 3/4 12 1/4
(2 x 2) game, the optimum ) ' ‘ y 0-——P(B
strategies can be obtained 'by 4 / g1=4/5 1T P(By
setting E; and E, equal, l.e.
3ql+5(1—q1)=4q1'+(1_-—q1) -2 7 A A T-2
or g, = 4/5 and g, = 1/5. 3l | ; | | _3
Similarly, we can obtain optimal
mixed strategies for player A4 -4 7T , ="
as: 3p2+4p4=5p2+p4 to _ 5 , S
obtain p, = 3/5 and p, = 2/5 |
V=175,
Example 19 Solve the following game graphically:
4 Player B
Player 4 B, B,
A, ! 2
4, 4 3
4, 9 <!
4, | -3 -4
Aq 2 1

[Madurai Univ., MSc (Maths), 198!
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Solution The given pay-off matrix has no saddle p
probability g, and g, such that, g, + g, = 1. Then, B’s expected pay-offs against A’s pure straueg“:s

oint. So, let the player B play the mixed Strategieg ,, ‘

th ]

given by 1
;

" A's Pure Action B's Expected Pay-off (E) 9 5
4 q, + 29, 8 3
A, 4g, + 5q,
Ay 9q, + 74, 77 7
Ay - 3q | — 4g, 6 6
A 29, +
5 A q 92 5 .
The graph for player B: The expected Value of——|-—-=== . 1,
pay-off equations are plotted as shown in _‘G/a_m%/”
Fig. 5. The point P represents the minimax B 3T -3
2

expected value of the game for player 8. ~ =,
The minimal point occurs at the intersection

of two pay-off lines _
E, =4q, +5q, and E;=9q,-79,.

p—
I
—

The solution to the 5 x 2 game reduces ‘
to that of the game with pay-off matrix of
size (2 x 2). The optimum pay-off to player B
can be obtained by setting E, and Ej; equal
and solving for ¢, i.e.

4q, + 59, =49, - 7q,
or 4q, +5(1 - q,) =99, - 7(1 —q,)
or ¢,=12/17 and g¢,=1-¢,=5/1T7.

‘Substituting the value of g, and qé in
equation E, (or E,), we have the expected : . ,
loss to B as ¥ = 73/13. Fig. 5 Graph for Player B

If the probability of player A ’s selecting strategy A and A3 are p, and p;, respectively, then the expected
gain to A can be calculated by equating two pay-off lmes 4p2 +9py = 5p, — Tp; to obtam P = 16/17,p3
=1 —p, = 1/17 whereas p, = 0 and p, = 0. The expected gain to A is V' ="73/17.

Example 20 For the following pay-off matrix, transform the zero-sum game into an equnvalent linear
programming problem and solve it by using simplex method.

Player B
Player 4 | B, B, B,
A 1 -1 3.

. : y oW
Solution The first step is to find out the saddle point (if any) in the pay-off matrix a5 shown bel .
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Player B

Player A B, B, By,  Row minimum
A, 1 -1 | @ 1 |« Maximin
: A, 3 5 -3 -3
) Ay 6 2 -2 =2
Column maximum 6 5 @ « Minimax

The given game pay-off matrix does not have a saddle point. Since the maximin value is -1, therefore, if is’
ossible that the value of game (2 n"_iay- be negative or zero because —1 < ¥ < 1. Thus, a constant which

is at least equal to the negative of maximin value, i.e. more than —1 is added to all the elements of' the pay-off

matrix. Thus, adding a constant number 4 to all the elements of the pay-off matrix, the pay-off matrix becomes:

Player B
Player 4 | B, B, ,  Probability
o4 | s 3 7 - p
A, 7 9 1 . Py
A, L1006 2 Ps
Probability q, g, g, .

j = j = ‘the probabilities of selecting strategies 4; (i = 1,2, 3) and
Letp. (i=1,2,3)and g; (j = 1, 2. 3) be the probabilities o . | s 4 )
B.(j =P,1 (2 3) by players Aj and B, respectively. The expected gain for player A will be as follows:
j 9 b

For strategy B, :5pytpy 10p3 '2 V or_S-I;—l‘i- 7—’% + 10—};i 21
B,: 3p, + 9, + 63 z‘Vor3%‘—+9fVl+ 6%21
| B'3:7p1+- py+ 2py 2V or 1oL .EI}+'2‘—”V9-'21
pyt Pyt P =1 or '—1;7]-+ !;—/2—+%3’—=-:/-
and Py P P3 > 0. P

‘ =p,/ = p,/V. The problem
In order to simplify, we define new variables: x; =p;/V, X% = p,/V and X3 3/ Y

for player A, therefore becomes,
Minimize Z, (= VV)=x TX, X
subject to 5x, + Txy + 1003 2 1
3x, + Ox, + 6x3 > 1
7x1 + X, + 2x3 >1
and Xy5 Xgs X3 >0.
g o .« . . . t
Player B’s objective is to minimize his expec -
of the game V. Hence, the problem of player B can be expre

Maximize Z, (= 1Vy=y, +Y2 1 Vs
subject to Sy, + 3y, T 3 <1
I+t * V3 =1
10y, + 6y, + 2y, <1
and Y Yar V3 20
where y, =q,/V; ¥, = gV and y; = q5/V-

ed losses which can be reduced to minimizing the value
ssed as follows:

il
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er A is the dual of the problem of player B. Therefore 1

It may be noted that problem of play ) , Solyti
ok loot canfhe. d from the optimal simplex table of primal. Olution of

the dual problem can be obtaine _ _ : . B
To solve the problem of player B, introduce slack variables to convert the three inequalities t equali
£,

The problem becomes
Maximize Z, =y, +y, +y3 + Os, + Os, + Osy
subject to the constraints
Sy 3yt Tyt =1
T+ Wt it =l
10y, + 6y, +2y; + 53 = 1
and L Yis Y2 Y3 5125 83 20
The initial solution is shown om Table 1.
| | Table1 Initial Solution

¢ — 1 1 0 0 0
Unit Cost Variables ‘Solution B2 ) Y3 s 52- Sy Min. lgtio— '
Cp in Basis Values , L ' Y,
B yp =)
0 sy 1 5 3 7 1 0 0 1/5
0 5y _ 1 7 9 1 0 1. 0 117
0 55 1 6 2 0 0 1 /10
Z=0 z; 0 0 0 0 0 0
¢~z 1 1 1 0 0 0

Proceedihg with usual simplex method, the optimal solution is shown in Table 2.

Table2 Optimal Solution -

¢ = o 1 1 0 - 0 0

Unit Cost Variables Solution Y Y5 3 5| S 5y
Cp in Basis’ Values

B yp =0) : -

I V3 1/10 2/5 0 1 30 -1/10 0

I ¥ o | - 1415 1 0 160 60 0

0 53 1/5 24/5 0 0 -5 -3/5’_‘__{_

Z=1/5 | z 17/15 0 0 2/15 115 0

-z | -5 0 o -5 s 0

d value

— ecte
= 1/10 and the exp back in

The optimal solutibn (mixed strategies) for B is: y; = 0; ¥, = 1710 and y;
of the game is: Z= 1/V — constraint (= 4) = 5 —4 = 1. These solution values are now converte
the original variables: If 1/FV=1/5 then V=5

Y =q,/V,theng, =y, x V=0
Y, =g,/V, then g, =y, x V= 1/10 x 5 = 1/2

y3=q5/V,then g3 =y3 x V' = 1/10 x 5§ =1/2
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The 0ptimal strategies for player 4 are obtained from the ¢
’ /

x) =2/15,x, = 1/15 and x, = 0
_x % V= Q15) x5 =213,

=~ 2, row of the Table 2.

Then Py p2=x2-xV=(l/15)"5=l/3andp3=x3xV=0,

nce, the probabilities of using strategies by both .
=(:){ el/2, 1/2) and, value of the game is, V' = 1.y the players are: Player 4 = (2/3, 1/3, 0); Player B

gxample 21 Solve the following game approximately:

| Player B
1 -1 -1
Player A | -1 -1 3
' - 2 -

[Sambalpur Univ., MSc (Maths), 1 986; Méerui Univ., MSc (Maths), 1988; IIIE (Grad), 1989;
Jodhpur Univ., MSc (Maths), 1992; Dibrugarh Univ., MSc (Stat), 1994]

Solution Let the player A select the second row, being the sﬁp’efior among his other strategies and place
it under the matrix. Player B examines this row and chooses first column corresponding to the smallest
number of this row. First column is then placed to the right of the matrix. Player 4 examines this column
and chooses first row corresponding to the largest number in this column. First row is then added to the
row last chosen. Player B then chooses the column corresponding to the smallest number in the new row
and adds this column to-the column last chosen. In case of a tie the player will select that row or column
which is different from his last choice. The procedure is repeated for a finite number of iterations. Following
ten iterations are presented with the smallest elements in each succeeding row with the largest elements

in each succeeding column being encircled.

Player B ‘ S : '

T 21 1 (Do Do -1 @-1 @-1 0|40
Playerd | =1 -1 3 -1 -2 -3 -4 -1 -2 ORNOIOGEL
1 2 —1 1 (D o @@ o -1 -2 -3 -4 |30

-1 1
-2 3
-1 2
€2 1 0

T 0D
2
4/10

4/10 2/10

: ividing the
i The approximate strategies after 10 iterations arc found by d'lw?mmgixc 1
af;each row or column by total number of iterations. Thus, optima

e -

number of encircled elements
strategies for players Aand B
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Player A: A, : 4/10, A5 :3/10, A3 : 3/10 and Player B: By : 4/10, B, : 2/10, B, . 10

The upper bound for the value of the game can be determined by dividing the largest elemem2 ] g
last column by the total number of iterations. Likewise, the lower bound can be determined by diVid,' M te
smallest element —2, in the last row by the total number of iterations. Thus, the approximate Valuemg'h'
game is — 2/10 < V < 2/10, i.e. =1/5 V < 1/5. f
In a well-known children’s game, each player says ‘stone’ or ‘scissors’ or ‘papery’ It
says ‘stone’ and the other “scissors’, then the former wins a rupee. Similarly ‘scissors’ beats 'pa'
‘paper’ beats ‘stone’, i.e. the player calling the former word wins a rupee. If the two players name the
item, then there is a tie, i.e. there is no pay-off. Write down the pay-off matrix. Find the value of th, e
and hence write down the optimal strategies of both players. " [AIMA, (Dip. in Mgr), 198

Solution Let 4 and B play the game. Then the pay-off matrix for player A is given by

- Example 22

, [ Player B
Player A | Stone Paper  Scissors
Stone o .1 1
Paper =1 w0, 1
‘Scissors 1 1 0

Let the player 4 select, arbitrarily, the third row as his strategy and place it under the given pay-off matrix,
Player B examines this row and chooses second column corresponding to the smallest number of this row,
Second column is then placed to the right of the matrix. Player 4 examines this column and chooses firs
row corresponding to the largest number in this column. This row is now added to the row last chosen
and the sum of the two rows is placed below the row-last chosen. Player B then chooses a column
corresponding to the smallest number in the new row and adds this column to the column last chosen. The
procedure is repeated for a finite number of iterations. Three iterations are shown below with the smallest
elements in each succeeding row and the largest elements in each succeeding column encircled:

Player B
o 1 -1 (@O 0.0 173
Player A -1 0 o (O o 1/3
N - 1 -1 O | 13

13 13 173

The approximate strategies after 3 iterations (further iterations are not possibl
in the succeeding rows and columns turn out to be zero) are found by dividing the numb ! o forpls
elements in each row or column by the total number of iterations. Thus, optimal mixed strategics
A and B are

Player A: A4, : 1/3, A, : 1/3, Ay : 1/3, Player B: By : 1/3, By : 1/3, B3 1 1

e as all the three eler'nenf;
er of encircl?
yers

/3

The value of the game V = 0.

Scanned with CamScanner



CC203 OR: Operations Research

Module— 11
Unit 5: The Replacement Problem
(Dr. Natasa Dasgupta)

The replacement problems deal with the situation that arise when some components ( or men
or machinery) requires replacement because of reduced efficiency, or breakdown or
complete failure. Such decreased efficiency or complete failure may be either gradual or all
of a sudden.

The need for decision of replacement is raised in any organization both in case of men and

machinery.

Objectives of Replacement

The primary objective of replacement is to direct the organization towards profit
maximization or cost minimization. Deciding the replacement policy that determines the
optimal replacement age of equipment, instead of using with higher maintenance costs for

long time, is the main objective of replacement problem.
Types of Replacement Situations

The replacement situations may be classified into four categories:

a)  Replacement of items that become worse with time e.g. automobile tyres, milk
plant machinery, tools, vehicles, equipment etc.

b) Replacement of items which do not deteriorate with time but break down
completely after certain usage e.g. electric tubes, machinery parts etc.

C) Replacement of items that becomes obsolete due to new developments e.g.
mobile phones, software e.t.c.

d) The existing working staff in an organization gradually reduces due to death,
retirement and other reasons.

The problem is to decide the best policy to adopt with regard to replacement.

Need for replacement arises in a number of different situations so that different types of

decisions may have to be taken.



For example:
a) It may be necessary to decide whether to wait for certain items to fail, which
might cause some |oss, or to replace the same in advance, even at a higher cost.
b) An item can be considered individually to decide whether or not to replace
immediately.
C) It is necessary to decide whether to replace by the same item or by an improved

type of item.

Failure M echanism of Items

Failures can be discussed under two categories viz., Gradual Failures, and Sudden Failures.

A) Gradual Failure

Asthelife of an item increases, its efficiency deteriorates, causing:

Increased expenditure for operating costs
Decreased equipments” productivity”
Decrease in the value ( resale or scrap value) of the equipment

Example: bearings, pistons, piston rings, “Automobile Tyres®, mechanical systems like

machines, machine tools, flexible manufacturing equipment etc. fall under this category.

B) Sudden Failure
This type of failure is applicable to those items that do not deteriorate markedly with service,

but which ultimately fail after some period of using.



a) Progressive failures: In this mechanism, probability of failure increases with time i.e.
as the life of equipment increases. Examples include: electric light bulbs, automobile tubes
etc.,

b) Retrogressive failures. Some equipment may prone to failure in the beginning of their

life and the probability of failure falls down with time. Example: aircraft engines.

¢) Random failures: Under this failure, constant probability of failure with time is
associated with the equipment that fails from random causes such as physical shocks.
Example: Electronic components like transistors, semi conductor elements, glass made items,

delicate or brittle items.

Failure Mechanism of Items

4/\

Gradual Failure Sudden Failure
Progressive failure Retrogressivefailure Random failure
( probability of failure (probability of failure (probability of failure
increases with time) increaseswith time) increases with time)

Replacement Policy

When a machine loses its efficiency gradualy the maintenance becomes very expensive.
Therefore, the problem is to determine the age at which it is most economical to replace the
item. On the other hand, certain items such as bulbs, radio, television, and computer parts fail
suddenly without giving any indication of failure and they become completely useless. These

items are to be replaced immediately as and when they fail to function.



Todal Cost
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Replacement of Items Deteriorating with Time

The maintenance cost of the items which deteriorate with time always increase gradualy
with time and a stage comes when the maintenance cost becomes so large that it is better and
economical to replace the item with a new one. There may be number of alternatives and we
may have a comparison between various aternatives by considering the costs due to waste,

scrap, loss of output, damage to equipment and safety risks etc.

Replacement of items( or equipments) whose maintenance cost increases

with time and the value of money remains same during the period

The following costs are considered in such decisions:

C = Capital cost of the item,

R(t) = Operating and Maintenance cost of theitem at timet,
S = Scrap value of the item,

n = number of yearstheitemisto bein use,

T(n) = Total Cost incurred during n years

Tavg = Average annual cost of theitem = ~2

Obvioudy, annual cost of theitem at any timet = C -S + R(t)

The operating cost function R(t) is assumed to be strictly positive. It may be continuous or

discrete.



Working Formula: When t isa continuous variable, Replaceitem in the nth year if

T Ra ]

R(n)=—=

n

where T(n) =C —S+fR(t)dt

0

Result-1:““If time is measured continuously, then the average annual cost will be minimized
by replacing the machine when the average cost today becomes equal to the current

maintenance cost™.

Working Formula :When t isa discrete variable, Replace item at the end of the nth year
if

ni 22 R(n+J‘L)

R(n) <

n
where T(n) =C —S+§ R(t)
0

Result-2: ““If time is measured in discrete units, then the average annual cost will be
minimized by replacing the machine when the next period’s maintenance cost becomes

greater than the current average cost”.

Example-1: A firm is considering replacement of a machine whose cost price is Rs. 12200
and the scrap value is Rs. 200. The maintenance costs R(t) are found from experience to be as

follows;

Y ear 1 2 3 4 5 6 7 8

MaintenanceCost (Rs) | 200 500 800 1200 1800 2500 3200 4000

When should the machine be replaced?



Solution The computations can be summarized in the following tabular form:

Table 1. Calculationsfor average cost of machine

Replaceat | Maintenance Total Difference Total cost | Average Cost
theend of the | cost[R(t)] maintenance between T(n) Tag=T(n)/n
year (n) cost Yg R(t) || Price & scrap
value (C-S)
[1] [2] [3] [4] [5] =[3]+[4] | [6]=[5]/[1]
1 200 200 12000 12200 12200
2 500 700 12000 12700 6350
3 800 1500 12000 13500 4500
4 1200 2700 12000 14700 3675
5 1800 4500 12000 16500 3300
6 2500 7000 12000 19000 3166.6
7 3200 10200 12000 22200 3171.4
8 4000 14200 12000 26200 3265

Since R(6) < T(6)/6 < R(7), the machine should be replaced at the end of the 6™ year.

Example 2

A Machine owner finds from his past records that the maintenance costs per year of a
machine whose purchase priceis Rs. 8000 are as given below:
Y ear: 1 2 3 4 5 6 7 8
1000 1300 1700 2200 2900 3800 4800 6000
4000 2000 1200 600 500 400 400 400

M aintenance Cost:
Resde Price:

Determine at which time it is profitable to replace the machine.




Solution C = Rs. 8000. Table 2 shows average cost per year during the life of machine.

Table 2: Calculationsfor average cost of machine

Replaceat | Maintenance Total Resdevalue | Tota cost | Average Cost
theend of the | cost[R(t)] maintenance ©) T(n) Tag=T(N)/n
year (n) cost Yo R(t)
[5] =
[1] [2] [3] [4] [3]+8000-[4] | [6]=[5)/[1]
1 1000 1000 4000 5000 5000
2 1300 2300 2000 8300 4150
3 1700 4000 1200 10800 3600
4 2200 6200 600 13600 3400
5 2900 9100 500 16600 3200
6 3800 12900 400 20500 3417
7 4800 17700 400 25300 3614
8 6000 23700 400 31300 3913

The above table shows that the value of Tag during fifth year is minimum. Hence the

machine should be replaced after every fifth year.

Try yourself ( Answer : at the end of the 6™ year)

The cost of amachineis Rs. 6100 and its scrap value is only Rs.100. The maintenance costs
arefound to be
Year: 1 2 3 4 5 6 7 8

Maintenance Cost (inRs.): 100 250 400 600 900 1250 1600 2000

When should the Machine be replaced?



Replacement of items whose maintenance cost increases with time and the

money value changes at a constant rate

To understand this et us define the following terms:

Time Value of Money:

Conceptually “time value of money” means that the value of a unit of money is different in
different time periods. If the discount rate is 10%, Rs.100 today is equal to Rs.110 a year
from now. Consequently Rs. 1 from a year now is equal to (1+0.1)™ rupee today. The present
worth of arupee received after some time will be less than a rupee received today.

Rational investors would prefer current receipt to future receipts.

Present Worth Factor (PWF):

The value of money over a period of time , depends upon the nominal interest rate “r”. The
present value of a rupee to be spent after n years is equal to (1 +r)™", and is cdled as
Present Worth Factor (PWF) or Present Value of one rupee spent n years from now. If

r=10%, then PWF in 5 yearsfrom now is (1 + 10/100)> = (1.1)7°>.

100
100+7r

100 _

is called Discount Rate. Inthe above example v = i (1.1

Theterm v =

Thus, the discounted cost of Rs 100 after n year = 100 v™

Example 3: The value of money is assumed to be 10% per year and the cost pattern for two

machines A and B is given below:

Y ear 1 2 3
Machine A 900 600 700
Machine B 1400 100 700

Determine which machineisless costly.

i 100 _ 10
Solution: Here,r = 100, v = — = —
110 11



Table 3: Calculation of Present worth of the machine

Y ear Y early cost Discounted Yearly cost | Discounted Yearly
of A Yearly cost of A of B cost of B
[4] [2] [3]=[2] * v** [4] [5]=[4] * v**
1 900 900 1400 1400
2 600 10 100 10
600 X I 100 x 1
=545.45 =909
3 700 10 700 10
700 X ()= 700 X (17)-
=578.52 =578.52
TOTAL 2200 2023.97 2200 2069.43

Hence we observe that though the total cost of the machines are the same ( Rs. 2200 Only)

machine A is cheaper than Machine B considering the money value.

Replacement of Items whose Maintenance and Repair Cost I ncreases With Time, Value

of Money also Changes With Time

The optimal replacement policy when the maintenance cost increases with time, and the
money value decreases in a constant discount rate can be determined as follows,

Suppose that the purchasing cost of an item (which may be machine or equipment) is C. R(n)
be the operating cost in the n year. If the item operated for n years, discounted cost
associated with the item is

F(n) =[C+ R(1)]+vR(2)+v?RB) +---..+v" R(n)
Let the item be repiaced at the end of every n” year. Then the operating cost form n+1 to 2n
in present money valueis (n)v™ , 2n+1to 3nis F(n)v?" and so on.
Thus the present worth of all future discounted costs or Weighted Average Cost (T(n))
associated with the policy of replacement is given by

T(n) =F(n) + F(n)v™ + F(n)v*™* + -

_ Fm)
T oq-pn



Working Formula 3:

Replace at the end of the n™ year when T(n) is minimum:

plrace a | e maT

he end he n hen —_ TEALATTR
+ 22 I % s 1 . 4|
= 4 RC1LD (.Jl(’(z) =+ il " . =7 T ROy '_. )
R(n) = 1+ =+ —u L T T RO+ ]

2 o=
T
l.e

Rn) < Tm) <R(n+1)

Result 3: Replace if the next period’s maintenance cost is greater than the weighted average

cost of previous periods. Do not replace if the next period’s cost is less than the weighted average
of the previous costs.”

Example 4

A milk plant is offered an equipment A which is priced at Rs.60,000 and the costs of operation and

maintenance are estimated to be Rs.10,000 for each of the first 5 years, increasing every year

by Rs. 3000 per year in the sixth and subsequent years. If money carries the rate of interest

10% per annum what would the optimal replacement period?

Solution
Table 4 Deter mination of optimal replacement period

Attheend | Operating & | Discounted | Discounted | Cumulative | D—Cco— Cumulative |  Wigiohted
of year | maintenance | factor operation & | Discounted & “"f ) _“"a] discounted ayerage

(n) cost - maintenance op(_aration & | 4 g -1 R _fj\ctor anhl"'*ll)cnst
Ry v cost maintenance £ n—1 F=1)

R, p"1 cost Z" SRt

D 2 (©) (A=(2)x(3) () (6)=(5)+60000 ) (8)=(6)/(7)

1 10000 1.0000 10000.00 10000.00 70000.00 1.00 70000.00

2 10000 0.9091 9091.00 19091.00 79091.00 191 41428.42

3 10000 0.8264 8264.00 27355.00 87355.00 2.74 31933.83

4 10000 0.7513 7513.00 34868.00 94868.00 3.49 27207.75

5 10000 0.6830 6830.00 41698.00 101698.00 4.17 24389.18

6 13000 0.6209 8071.70 49769.70 109769.70 4.79 22913.08

7 16000 0.5645 9032.00 58801.70 118801.70 5.36 22184.36

8 19000 0.5132 9750.80 68552.50 128552.50 5.87 21905.89

9 22000 0.4665 10263.00 78815.50 138815.50 6.33 21912.82

10 25000 0.4241 10602.50 89418.00 149418.00 6.76 22106.52




From Table 13.4 we find the weighted cost is minimum at the end of 8" year, [19000<
21905.89 <22000]  hence the equipment should be replaced at the end of 8" year.

Example5:

A Manufacturer is offered two machines A and B. Machine A is priced at Rs. 5000 and

running cost is estimated at Rs. 800 for each of the first five years, increasing by Rs. 200 per

year in the sixth and subsequent years. Machine B, with the same capacity as A, costs

Rs. 2500, but has running cost of Rs. 1200 per year for six years, thereafter increasing by

Rs. 200 per year. If money is worth 10% per year, which machine should be purchased?

(Assume that the machines will eventually be sold for scrap at a negligible price).

Solution

v - 1
Since money isworth 10% per year, therefore discount rate is (1-Hz0)

1

= 0.9091

Table 5a: Computation of weighted aver age cost for machine A

Atthe | Operating& | Discounted | Discounted | Cumulative Discounted Cumulative |  Weighted
end of | maintenance factor operation & | piscounted total cost discounted average
T | e [ permtons | ) s | (| e,
g1 maintenance Z Ak —_—
" cost TVt
D) (2) (3) (4)=(2x(3) () (6)=(5)+ (7) (8)=(6)+(7)
5000
1 800 1.0000 800 800 5800 1 5800
2 800 0.9091 27 1527 6527 1.9091 3419.035
3 800 0.8264 661 2188 7188 2.7355 2627.819
4 800 0.7513 601 2789 7789 3.4868 2233.98
5 800 0.6830 546 3336 8336 4.1698 1999.098
6 1000 0.6209 621 3957 8957 4.7907 1869.61
7 1200 0.5645 677 4634 9634 5.3552 1799.025
8 1400 0.5132 718 5353 10353 5.8684 1764.13
9 1600 0.4665 746 6099 11099 6.3349 1752.043
10 1800 0.4241 763 6862 11862 6.759 1755.053

From table 5a Since the running cost of 9" year is 1600 and that of 10" year is 1800 and

1600<1752.043<1800, it would be economical to replace machine A at the end of nine years.




Table 5b Computation of weighted average cost for machine B

Atthe | Operating& | Discounted Discounted Cumulative | Discounted total | Cumulative Weighted
end of | maintenance factor operation & Discounted cost discounted average
year cost maintenance | operation & C+ Z gn—1 factor annual cost
(n) Rn g cost maintenance ' Z vl |G+ R ?
R, v™1 cost W
1) @) ©) (4)=(2)x(3) ®) (6)=(5)+ (7) (8)=(6)+(7)
2500

1 1200 1.0000 1200.00 1200.00 3700.00 1.00 3700.00

2 1200 0.9091 1090.92 2290.92 4790.92 191 2509.52

3 1200 0.8264 991.68 3282.60 5782.60 2.74 2113.91

4 1200 0.7513 901.56 4184.16 6684.16 3.49 1916.99

5 1200 0.6830 819.60 5003.76 7503.76 4.17 1799.55

6 1200 0.6209 745.08 5748.84 8248.84 4.79 1721.84

7 1400 0.5645 790.30 6539.14 9039.14 5.36 1687.92

8 1600 0.5132 821.12 7360.26 9860.26 5.87 1680.23

9 1800 0.4665 839.70 8199.96 10699.96 6.33 1689.05

10 2000 0.4241 848.20 9048.16 11548.16 6.76 1708.56

In table 5b we find that 1800<1689<2300 <0 it is better to replace the machine B after 8™
year. The equivalent yearly average discounted value of future costs is Rs. 1748.60 for

machine A and it is 1680.23for machine B. Hence, it is more economical to buy machine B

rather than machine A.

REPLACEMENT OF
SUDDENLY

ITEMS THAT FAIL COMPLETELY AND

A system generally consists of a huge number of low-priced components that are increasingly

liable to failure with age. The costs of failure, in such a case will be fairly more than the cost

of the item itself. For example, atube or a condenser in an aircraft costs little, but the failure

of such a low cost item may lead the airplane to crash. Hence we use some replacement




policy for such items which would minimize the possibility of complete breakdown. The

following are the replacement policies, which are applicable for this situation.

() Individual replacement policy in which an item is replaced immediately after it fails.

(if) Group replacement policy in which a decision is made as regard to at what equal
intervals, al the items are to be replaced simultaneously irrespective of whether they have
failed or not, with a provision to replace the items individually, which fail during the fixed
group replacement period.

The optimal period of replacement is determined by calculating the minimum total cost

considering the average cost of group replacement and the cost of individua replacement.

Average Cost of group replacement: Here we propose to replace al items at fixed interval
t, whether they have failed or not in addition to replacing the failed item when they stop

working.

Let N be the total number of unit in the systemand N; bethe number of the items failed and

hence replaced at the end of the period t.
Ciand C, are the per unit cost of individual replacement and group replacement respectively,

Then C(t), total cost of group replacement after time period t
C(t) — Cl[Nl + it Nt—-l ] + CZ ,N’

Average cost of group replacement after time period t = C(t) /t

Working formula 4: Replace the whole lot at the end of the n™ year if

e wh a zad of

Result-4: Group replacement should be made at the end of t"' period if the cost of individual
replacements for the period t is greater than the average cost per period through the end of the
period .

Average Cost of individual replacement:
Let the expected life of theitem is M years (unit of time-years/months/weeks/days/hours

et.c)
= Average number of failuresin ayear 1/M.



= Average number of failure out of a total of N itemsin the system in that year is N/M

Thus, cost of individua replacement isC, N/M

Example 6: The following failure rates have been observed for a certain type of transistorsin a

digital computer.

End of week

Probability of failure to death

005 013 |0.25

0.43

0.68

0.88 | 0.96

1.00

The cost of replacing an individual failed transistor is Rs. 1.25. The decision is to replace all

these transistor simultaneously at fixed intervals and to replace the individua transistor as

they fail in service. If the cost of group replacement is 30 paise per transistor, what is the

best interval between group replacements? Calculate the cost of individua replacement.
Which policy would you prefer and why?

Solution: Let p(i) be the probability that atransistor fails during the i™ week of life.

Table-6a: Calculation of p(i) and Expectation( Mean) M

End of 1 2 3 4 5 6 7 8 Mean
week (i) M
P[fallureto | 0.05 | 013 | 025 | 043 | 0.68 0.88 0.96 1.00
death]=Fi F1 F2 F3 F4 F5 F6 F7 F8
p(i) = 005| 008 | 0212 | 018 | 0.25 0.2 0.08 0.04
F(i)-F(i-1) | F1 | F2-F1 | F3-F2 | F3-F2 | F3-F2 | F3-F2 | F3-F2 | F3-F2
ip(i) 005| 016 | 036 | 0.72 | 125 12 0.56 32 4.62
Calculation of N¢
No = No. of the Transistor at the beginning = 1000
N1 =No p(1) = 1000 X .05 =50
N2 = No p(2)+ N1 p(1) = 1000X0.08+ 50 X 0.05 =82




Nz = Np p(3)+ N1 p(2) + N p(l) =128

N4 = No p(4)+ N1 p(3) + N2 p(2)+ N3 p(1) =199
Ns = No p(5)+ N1 p(4)+ N2 p(3)+ N3 p(2)+ N4 p(1) =289
Ne = No p(6)+ N1 p(5)+ N2 p(4)+ N3 p(3)+ N4 p(2)+ Ns p(1) =272
N7 = No p(7)+ N1 p(6)+ N2 p(5)+ N3 p(4)+ N4 p(5)+ Ns p(6)+ Ne p(7) =194

Ng = No p(8)+ N1 p(7) + N2 p(6)+ N3 p(5)+ N4 p(4)+ N5 p(3)+ Ne p(2)+ N7 p(1) =196

Table6b: Calculation of Average cost of replacement

End of week Individual Total Cost Average cost
(® Replacement(N;) C(t) C(t/t
1 50 50X1.25+1000X0.3= 363 363
2 132 132X1.25+1000X0.3 = 465 232.50
3 260 260X 1.25+1000X0.3 =625 208.3
4 450 450X1.25+1000X0.3=874 18.52

Since average cost is lowest against week 3, the optimum interva between group

replacementsis 3 weeks.
From first table; Mean of the item = 4.62 weeks
Average cost of the individual replacement = 1000X1.25/4.62 = Rs. 270/week

Since average cost of group replacement isless, the policy of group replacement is better.

Ref:
1. SD. Sharma

2. Kanti Swarup, PK Gupta, Manmohan
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CPM / PERT

One of the most challenging jobs that any manager can take on is the management
of a large-scale project that requires coordinating numer ous activities throughout
the organi zation.

A myriad of details must be considered in planning how to coordinate all these
activities, in developing a realistic schedule, and then in monitoring the progress of the
project.

PERT (Program Evauation and Review Technique) and CPM (Ciritical Path Method)
are basically time-oriented methods in the sense that they both lead to deter mination
of atime schedule for the project.

The significant difference between two approaches is that the time estimates for the
different activities in CPM were assumed to be deterministic while in PERT these
are described probabilistically.

These techniques are referred as project scheduling techniques.

USED IN: Production management - for the jobs of repetitive in nature where the
activity time estimates can be predicted with considerable certainty due to the
existence of past experience.

USED IN: Project management - for non-repetitive jobs (research and
development work), where the time and cost estimates tend to be quite uncertain.
This technique uses probabilistic time estimates.

Applications of CPM / PERT
These methods have been applied to awide variety of problems in industries and have
found acceptance even in government organizations. These include
Construction of adam or acanal system in aregion
Construction of a building or highway
Cost control of aproject using PERT / COST




VI.

Designing a prototype of a machine

The Framework for PERT and CPM

Essentially, there are six steps which are common to both the techniques. The
procedureislisted below:

Define the Project and all of its significant activities or tasks. The Project
(made up of severa tasks) should have only asingle start activity and asingle finish
activity.

Develop the relationships among the activities. Decide which activities must
precede and which must follow others.

Draw the "Network" connecting all the activities. Each Activity should have
unigue event numbers. Dummy arrows are used where required to avoid giving the
same numbering to two activities.

Assign time and/or cost estimates to each activity

Compute the longest time path through the network. Thisis called the
critical path.

Use the Network to help plan, schedule, and monitor and control the
proj ect.

ACTIVITY

Any individual operation which utilizes resources and has an end and a beginning is
called activity. An arrow is commonly used to represent an activity with its head
indicating the direction of progressin the project.

Each activity is represented by one and only one arrow in the network.

a

Q_D



These are classified into four categories -

Predecessor activity — Activities that must be completed immediately prior
to the start of another activity are called predecessor activities.

Successor activity — Activities that cannot be started until one or more of
other activities are completed but immediately succeed them are called successor
activities.

Concurrent activity — Activities which can be accomplished concurrently
are known as concurrent activities. It may be noted that an activity can be a
predecessor or a successor to an event or it may be concurrent with one or more of
other activities.

Dummy activity — An activity which does not consume any kind of resource
but merely depicts the technological dependenceis called adummy activity.

The dummy activity is inserted in the network to clarify the activity pattern in the
following two situations

To make activities with common starting and finishing points
distinguishable

To identify and maintain the proper precedence relationship between
activitiesthat isnot connected by events.
For example, consider a Situation where A and B are concurrent activities. C is
dependent on A and D is dependent on A and B both. Such a situation can
be handled by using adummy activity as shown in the figure.

A

O—@—@—0
!

C " Dummy activity

EVENT
An event represents a point in time signifying the completion of some activities and

the beginning of new ones. Thisis usualy represented by acircle in a network which
isalso called anode or connector.



Theeventsare classified in to three categories:

M er ge event — When more than one activity comes and joins an event such an event
is known as merge event.

Burst event — When more than one activity leaves an event such an event is known as
burst event.

Merge and Burst event — An activity may be merge and burst event at the same time
as with respect to some activities it can be a merge event and with respect to some
other activitiesit may be a burst event.

~
=

Merge event Burst event Merge and Burst event

SEQUENCING

The first prerequisite in the development of network is to maintain the precedence
relationships. In order to make a network, the following points should be taken into
considerations

What job or jobs precede it?

What job or jobs could run concurrently?

What job or jobs follow it?

What controls the start and finish of ajob?

REDUNDANCY
Unnecessarily inserting the dummy activity in network logic is known as the
error of redundancy as shown in the following diagram

Eedundancy



Pr oject Networ ks

A network used to represent a project is called a Project Network. A project network
consists of a number of nodes (typically shown as small circles or rectangles) and a
number of arcs (shown as arrows) that lead from some node to another.

Develop a network diagram for the project specified below:

. | mmediate Predecessor
Activity Activity
B A
C,D B
E C
F D
G E F

Activity A has no predecessor activity. It is the first activity. Let us suppose that
activity A takes the project from event 1 to event 2.

O —C

For activity B, the predecessor activity iSA.

L et us suppose that B joins nodes 2 and 3.

Activities C and D have B as the predecessor activity




Activity E has C as the predecessor activity

Do e

Activity F has D as the predecessor activity

D F
) () (*)
Activity G has E and F as predecessor activities. Thisis possible only if end nodes E
and F are same.

Putting all the pieces together, we obtain the following diagram project network:

020

End Event
Start Event

The critical path method (CPM) aims at the determination of the time to
complete a project and the important activities on which a manager shall focus
attention.

Project Completion Time
From the start event to the end event, the time required to complete all the activities of
the project in the specified sequence is known as the project completion time.




Path in a Project

A continuous sequence, consisting of nodes and activities alternatively,
beginning with the start event and stopping at the end event of a network is called a
path in the network.

Critical Path and Critical Activities

Consider al the paths in a project, beginning with the start event and
stopping at the end event. For each path, calculate the time of execution, by adding
the time for the individual activities in that path.

The path with the largest time is called the critical path and the activities
along thispath are called the critical activities or bottleneck activities. The activities
are called critical because they cannot be delayed. However, a non-critical activity may
be delayed to a certain extent.

Any delay in a critical activity will delay the completion of the whole project.
However, a certain permissible delay in a non-critical activity will not delay the
completion of the whole project. It shall be noted that delay in a non-critical activity
beyond alimit would certainly delay the completion the whole project.

Sometimes, there may be severa critical paths for a project. A project manager
shall pay special attention to critical activities.

Activity Prede_cr Duration (Weeks)
Activity

A -

B A

C A

D B 10

E C 5

F D.E

Determine the critical path, the critical activities and the project completion time.
Network diagram for the project:

/@

Start Event



Consider the paths, beginning with the start node and stopping with the end node.
There are two such paths for the given project
Path |

A B D F
@ o2 o3 ) o5 ) Q
3 U 5 U 10 U 4
Total Time: 3+5+ 10+ 4 =22 weeks.
Path 11

O R O ORO

Total Time: 3+7+5+ 4 =19 weeks

Compare the times for the two paths. Maximum of {22, 19} = 22.

Path | has the maximum time of 22 weeks. Therefore, Path | is the Critical Path
and activities A, B, D and F areCritical Activities. Proect completion timeis 22
weeks.

Activities C and E (Path 1l but not in Path 1) are Non- Critical activities.

Timefor path | - Time for path Il = 22- 19 = 3 weeks.

Therefore, together the noncritical activities can be delayed up to a maximum of 3
weeks, without delaying the completion of the whole project.

(i, ]) = Activity with tail event i and head event |

t; = Duration of activity (i, j)

Earliest occurrencetime of event (E) — It isthe earliest time at which an event can
occur without affecting the total project time



Latest occurrence time of event (L;) - Itisthe |atest time at which an event can
occur without affecting the total project time
Earliest start time of event — It is the time at which the activity can start without
affecting the total project time
Latest start time of event — It is the latest possible time by which an activity must
start without affecting the total project time
Earliest finish time of event — It is the earliest possible time at which an activity can
finish without affecting the total project time
Latest finish time of event — It is the latest time by which an activity must get
completed without delaying total project completion

Forward Pass Method - For Earliest Time calculation

Backward Pass method — For Latest Allowable Time calculation
Floats of an Activity:
Total float — The amount of time by which the completion of an activity could be
delayed beyond the earliest finish time without affecting the overall project
duration time
Total float for activity (i —j) = Latest start time for the activity — Earliest start time for
the activity

Free float — The time by which the completion of an activity can be delayed beyond
the earliest finish time without affecting the earliest start of a subsequent activity

Free Float for Activity (i, ) = Earliest occurrence time for Event j — Earliest
occurrence time for Event i — Duration of Activity (1, j)

Independent float — The amount of time by which the start of an activity can be
delayed without affecting the earliest start time of any immediately following
activities, assuming that the preceding activity hasfinished at its latest finish time.

The negative independent float is aways taken as zero.

Independent Float for Activity (i, j) = Earliest occurrence time for Event j — Latest
occurrence time for Event i — Duration of Activity (1, ])



Determine the early start and late start in respect of all node points and identify

critical path for the following network:

Solution:




Activity Duration Earliest Time Latest Time Total Float Time
(.1 Sart | Finish | Sart | Finish | (Li-ty)-E
(B) | E+ty)| (L-ty)] (Ly)

1,2 10 0 10 0 10 0

1, 3) 8 0 8 1 9 1

(1,4 9 0 9 1 10 1

(2,5) 8 10 18 10 18 0

(4, 6) 7 9 16 10 17 1

(3,7 16 8 24 9 25 1

(5,7 7 18 25 18 25 0

(6,7) 7 16 23 18 25 2

(5, 8) 6 18 24 18 24 0

(6,9) 5 16 21 17 22 1

(7, 10) 12 25 37 25 37 0

(8, 10) 13 24 37 24 37 0

(9, 10) 15 21 36 22 37 1

From the above table, there are two possible Critical Paths

Path I:

Path I1:

Earliest time
E]_:O
E,=0+10=10
E;=0+8=8
E,=0+9=9
E;=10+8=18

Es=9+7=16

1-2-.5-8-10
1-2-5-7-10



E,=max {18+ 7,16+ 7} =25
Eg=18+6=24
Eo=16+5=21

Eio=max {24 + 13, 25 + 12, 21+ 15} = 37

L atest time

L =37

Lo=37-15=22

Lg=37-13=24

L,=37-12=25

Le=min{25-7,22-5} =min{18, 17} =17
Ls=min{24 -6, 25-7} = min {18, 18} =18
L,=17-7=10

L3=25-16=9

L,=18-8=10

L;=min{10-10,9-9,10-9} =0



Project Evaluation and Review Technique (PERT)

The main objective in the analysis through PERT is to find out the completion for a
particular event within specified date. The PERT approach takes into account the
uncertainties. The three time values are associated with each activity

Optimistictime (ty) - Itisthe shortest possible timein which the activity can be
finished. It assumes that everything goesvery well.

Most likely time ( t,,) — Thisisthe most redlistic time to complete the activity

If agraph isplotted in the time of completion and the frequency of completion in that

time period, then most likely time will represent the highest frequency of occurrence.

Pessmistictime (t,) — It representsthe longest time the activity could take.

Expected time — It is the average time an activity will take if it were to be
repeated on large number of times and is based on the assumption that the
activity time follows Beta distribution, thisis given by

The variance for the activity is given by

0°=[(t,—to) / 6] ?

Examples




Task: A/B|C| D/ E|F|G]|H I J | K
Least time: 4 8 | 2| 4| 6 8 5 3| 5|6
Greatesttime: | 8 |10 12| 7 |10 (15| 16 | 9 7 |11 ] 13
Most likelytime| 5| 7 |11 | 3 | 7| 9 | 12 | 6 51819

Find the earliest and latest expected time to each event and also critical path inthe
network

Task |Least time(tp) Great(te:)t time Ntli?ﬁte“('t(n?)ly (I,[E;(Eitid 4'5['5/% Variance
A 4 8 5 5.33 0.44
B 5 10 7 7.17 0.69
C 8 12 11 10.67 0.44
D 2 7 3 35 0.69
E 4 10 7 7 1
F 6 15 9 9.5 2.25
G 8 16 12 12 1.78
H 5 9 6 6.33 0.44
| 3 7 5 5 0.44
J 5 11 8 8 1
K 6 13 9 9.17 1.36

E.=5733
L.=1533
10.67 E;=23 Eqa=2933
L:=23 17=29733
E; =0 . QLEER:NE
Ly=0
E
917
G S.T A8
Es=35 Eg=28 Eg=385

Ly=135 Lg=305 Lg=385



The Critical PathisA -C -E - H - K
Expected Project Completion Time: 5.33+10.67+7+6.33+9.17 = 38.5

and Variance 0.44+0.44+1+0.44+1.36 = 3.68

Task Expected Start Time Finish Time Total
Time (te) Earliest | Latest Earliest L atest Float
A 5.33 0 0 5.33 5.33 0
B 7.17 0 8.83 7.17 16 8.83
C 10.67 5.33 5.33 16 16 0
D 35 0 10 35 135 10
E 7 16 16 23 23 0
F 9.5 35 135 13 23 10
G 12 35 185 155 30.5 15
H 6.33 23 23 29.33 29.33 0
| 5 23 25.5 28 30.5 25
J 8 28 30.5 36 38.5 25
K 9.17 29.33 29.33 315 38.5 0
Earliest time
E]_ =0

E,=0+533=5.33

Es; = max {5.33 +10.67, 0+7.17} = max {16, 7.17} = 16

E,=0+35=35

Es=max {16 + 7, 3.5+ 9.5} = max {23, 13} =23
Es=max [23 + 5, 3.5+ 12] = max {28, 15.5} =28

E;=23+6.33=29.33

Eg =max {29.33 +9.17, 28 + 8} =38.5




L atest time

Lg =385

L,=385-9.17=29.33

Le=385-8=305

Ls =min{29.33-6.33, 30.5-5} = min{23, 30} =23
L,=min{23-9.5, 28-12} = min {13.5, 16} = 13.5
L3=23-7=16

L,=16-10.77=5.33

L; =min{5.33-5.33, 16 - 7.17, 3.5-35} =0

As we are expecting the variability in the activity duration, the total project may
not be completed exactly in time. Thus it is necessary to calculate the probability of
actually meeting the scheduled time to the project aswell as activities.

The probability distribution of time for completing an event can be
approximated by the normal distribution due to central limit theorem. Thus the
probability of completing the project by scheduled time (Ts) is given by
Prob (Z < (Ts—Tg)/ 0)

Standard normal variate valueis given by

Z=(Ts—Tylo
T, = expected completion time of the project

Crashing of a Project

In the project management generaly there is a specific date for the project
completion. In order to complete the project in less than the normal time, the normal
duration of the project must be reduced to the desired duration. The method of
reducing the project duration by shortening time of one or more activities at a cost is
called crashing.



It is usualy achieved by putting into service additiona |abour or machines to
one activity or more activities. Crashing involves more costs. A project manager
would like to speed up a project by spending as minimum extra cost as possible.
Project crashing seeks to minimize the extra cost for completion of a project before the

stipulated time.

Activity Cost Linear cost-time
Crash cost
Normal cost
Crashtime Normal time Activity duration

Linear time and cost trade-off for an activity

For further practice, please refer

1. Operations Research- Theory and Applications — J.K.Sharma
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INVENTORY CONTROL MODELS

Model | - EOQ model with constant rate of Demand aong with basic theoretical concept
were discussed both in the respective Day and Evening sections.

Model 11- EOOQ model when Supply is Gradual :-

This model is applicable when inventory continuously builds up over a period of time after
placing an order or when the units are manufactured and used or sold at a constant rate. This
model is specialy suitable for the manufacturing environment where there is a simultaneous
production and consumption, it is known as “Production Model”.

Assumptions:-

i) Theitem is sold or consumed at a constant demand rate which is known.

i) Set up cost isfixed and it does not change with lot size.

iii)The rate of receiptsi.e. production rate ‘p’ is greater than the demand or consumption rate‘d’.
iv) Production runs to replenish inventory are made at regular interval ‘¢’ and consumption takes

place during the entire cycle ‘T+T,’.

Figure- 1 Inventory Model for Non-Instantaneous Repl enishment
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Inventory under this situation builds at the rate of (p-d) units and inventory is maximum
at the end of production period T.

Imax=(p-d)* T,

Average Inventory = =27

2

Now the quantity produced during production period Q=p* T

T:g
p!

Average Inventory = —;

(p-dl,Q
2
Annual Inventory Carrying cost
- 2 * ‘:p_d_}*c
2 2 h

Annual Set up cost

_ D
_E*C"

Therefore, Total Annual Cost = Annual Set up cost + Annua Inventory Carrying
cost

fesgregSoa

To determine the EOQ differentiate the above equation with respect to Q
drc _ DE, + l % Ep—d_}*c
]

dQ Q* z b=
And equating to ‘0’and solving we get

Q;‘ — ;ZDCD ® P
*\,{ Cp+ (p—d)
If the inventory carrying cost is expressed as a percentage of annual inventory
investment,

& _ ’ DC, = p
Q - J\i(.'pz-ch{p—d]
Optimal Number of Production per year
N*==
Q.
Optimal Production Cycletime

]
D

t*=



Optimal length of each lot size production run

w
D

The optimal total inventory variable cost
TC( O =+ 225 Cp(p—d)
(RS

Problem 1

The demand rate for a particular item is 48000 units per year, the firm can produce at a rate of
800 units per day.The set up cost is Rs 45/- per item. Carrying cost is Rs 2/- per unit per year. If
no shortages are alowed and the replacement is instantaneous determine,

i) the EOQ

i) optimum annual cost

iii) optimal cycle time

iv) runtime

V) maximum inventory level

SOLUTION:- Given,
D =48000, p=800perday C_,=45- C, =2.00 peryear
Daily demand- 48000/240 = 200, assuming in ayear there are 240 are working days

. S 2DC, = p
- D= \}Ch*(’ﬁ'“ﬂ

——
228000 25 =800
| ———

q ~(soo—zop) 1697 units.

i) TO(Q) = 29D

_ [2448000 +45+2:(800-200)
R 200

=2545.58/-
T i
i) £ -

= (1697/48000)* 240days = 8.485 days



iv) 7= £
P
= 1607/800 = 2.12 days.

V)Iimax=(p—d)=T*
=600*2.12 = 1272 units.

Problem 2

A manufacturing company uses an EOQ approach in planning its production of machinery parts.
The following in formations are available as follows-

D = 90,000 parts /day

C,, = 200/- per parts

C,=4000/- per parts

Inventory carrying cost per month is established at 2% of the average inventory value
Production rate 400 units per day, and the company works for 300 days in a year, the calculate
i) EOQ

ii) the number of production runs per year

iii) production cycle time

iv) total inventory cost.

SOLUTION:- Given, D =90000, p=400perday <C,=4000/- c,=200/-
C,=C,* 1=200*12*0.02=48
Daily demand (d) = 90000/300 = 300, assuming in ayear there are 3000 are working days

p> d-rr
. = 2DC, =« p

- | = ‘7

) Q Cp+ (p—d)

_ ]I 2¢90000 «2000=400

"J 48 «f 400-300)

= 7745.966 units. = 7746 units.
) N*= g = 90000/7746 = 11.61~ 12 production runs per annum.
i) t* = % = (7746/90000)* 300 = 25.82 ~ 26 days

v) TO(Q) =y bt

_ [2+90000 :4000+42 (400 —300)
R 200

= 92951.60/-




Model 111- EOO model with Shortages:-

Under this model, the inventory system runs out of stock for a certain period of time, i.e
shortages are alowed and the cost of shortage is assumed to be directly proportiona to the
average number of units short. There are many situations in which planned shortages or stock-
outs may be advisable especialy for expensive items that have high carrying cost. The modd is
called the back — order or planned shortages inventory model.

Figure- 2 Changein Inventory over Time with Back-orders

Inwentory
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"

Explanation:-
Every time the quantity ‘Q’ i.e. order size is received.

Number of shortages S per order i.e. Back order quantity.



(Q-S)=M isremaining units after the Back order is satisfied.
t; isthe time during which inventory is on hand
t, is the time during which shortage exists
T isthe time between receipts of orders,i.e. T=t;+1;
Assumptions:-

The scheduling time period T is constant

Production rateisinfinite

Lead timeiszero

Sales will not be lost due to stock out

The given figure describes the change in the inventory level with time. Every time the quantity
‘Q’ is received, all shortages equal to an amount ‘S’ are first taken care and the remaining
guantity (Q — S) = M is placed in inventory as the surplus from which demand during the next
cycle will be satisfied. Here it may be noted that ‘S’ units out of ‘Q’ are always in the shortage
list, i.e. they are never carried in the stock. Thusit yields savings on the inventory carrying cost.

Therefore, in the inventory system except for the purchase cost ‘C’, which is fixed, all
types of costs ( assuming ‘Cyp’ as inventory carrying cost and ‘Cg’ as shortage cost) will be
affected by the decision concerning Q' i.e. the optimal value of order quantity, the optimal stock
level M" = (Q - S) and optimal shortagelevel S'.

Theresults (without proof) of the above model can be summarized asfollows:-

1. Economic Order Quantity

0" = Jz D €, (Gt Cy)

fp, ® C
2. Maximum Number of back orders

5*=Q" — M* OR S*:Q*(Ch )

Cpt+ G

3. Optimum Stock Level

M* = 4 2DE, Ey
Cy F:Cs'l-fh )

<\



4. Maximum Inventory level

max = @ — §°

5. Time between orders

-

=%
D

6. Number of orders per year = §

7. Total annua Variable cost

=2 C, V()

8. Overall annua cost
TC(Q) = (C*D) +42D¢C, G, V(=)

Cgt Cy

Problem 1

Given the following data for an item of uniform demand, instantaneous delivery time and back
order facility.

Annual Demand= 800 units, Cost of an item = Rs 40

Ordering Cost = Rs 800, Inventory Carrying cost = 40% of per year of stock value
Back Order cost = Rs10, then find out

i) Minimum cost order quantity

i) Maximum number of back orders

iii) Maximum inventory level

iv) Time between orders

v) Total Annual variable cost

vi) Overal annual cost

Solution:- Given, D =800, C,-C,* |1 =40*0.40=Rs16, C,=Rs800, Cs-Rs 10

- A I =
N 2D C, (C.+ Cr) 24800 +800 +(10+18) .
Q= [Pt - | : = 456 units.
N Chtt CS ‘\q 16«10

i) §'=Q" (22)=456* () = 281 units

Ch+ Ce 16+10



i)l max = @"— 5° = 456-281= 175 units

v) Total Annual variable cost=,/2D €, C, vr( z fj = ]
L

10
10+16

|
= |2+ 800800 16 % (

) = 2806.58/-
4

Vi) TC(Q) = (C*D) +2D ¢, G, V(=)

Cet Gy

[
= * ]?g * ® ® 2
40°800+ |2+ 800 +800* 16 (==)

= 34807/-

Problem 2

A manufacturing company uses an EOQ approach regarding to a production dealt in by him. The
following information are reflected as

Annual demand: 10,000 units, ordering cost — Rs 20 per order, price — Rs 30 per unit,

Inventory carrying cost: 20% of the value of the inventory per year. The company is considering
the possibility of allowing some back order to occur and it has been estimated as 30% of the
value of inventory.

i) What should be the optimum number of units of the company?

i) What quantity of the product should be alowed to be backordered, if any?

iii) What will be the maximum quantity of inventory at the any time of the year?

iv) Would you recommend allowing backordering? If so, what would be the annual cost saving
by adopting the policy of back ordering?

Solution:-
Given, D = 10,000, C,=Rs 30, C,-Cy* 1=30*0.20=Rs6, C,=Rs20, Cs-30* 0.30=Rs9

e s I z -
N e o o e T | 2+100:00 +20+(946) .
)@ = J S f‘ — = 333.33 units
h*lg R *

i) 57=@ (=2-)=333* () = 133 units

Cy+ C; &+9



i I max = @ — 5 =200 units

iv) Total Annual variable cost= /2D ¢, €, V(%) = J2%10000%20+6+ (=) =Rs
= h

1200

when backorder is not permitted the

—

R
0 = 20 ¢, [2+10000 +20
= f

y Ch Ny &

= 258 units

And Total Annual variable cost (¢*)=,/2D €, €, =V2=10000+20+6

= Rs 1549

Since TC (258units) > TC (333units), the company should accept the proposal for back ordering
asthiswill result in saving of (1549 — 1200) = Rs 349 per year.

Problem 3:- EOQ modd with shortages but production ‘p’ is greater than demand ‘d’ rate.

The demand for an item in a company is 18000 units per year. The company can produce the
items at arate of 3000 per month. The cost of one set up is Rs 500 and the holding cost of 1 unit
per monthis 15 paise. The shortage cost of one unit is Rs 20.00 per month. Determine

i) Optimum production batch quantity

i) Number of shortages

iii) Optimum cycle time

iv) Optimal production time

V) maximum inventory level in the cycle

vi) Total associated cost per year

Solution: -

Here, Annual demand D = 18,000 unit, monthly demand ‘d’ = 1500, production rate 3000 unit
i.e. Production rate ‘p’ > Demand rate ‘d’
additionally, C;-=0.15, C,=Rs500, Cs= Rs20

i) Optimum production batch quantity

0 (23D «Co«(C,# Cy)ep _  [2+1500+500+(20+0.15) 3000
\! Cp = Cs+(p—d) \J 0.15 «20+(3000 —1500)

= 4489 units



i) Number of shortages

5= (222) (222) = 4489 (=) « (25=200) = 17 units

Cht Cg P 0.15+20 3000

. . e Q@ _ 2489 _
iii) Optimum cycletime T *= % — 1500 — 3 months

g _ a9 1.5 months

iv) Optimal productiontime t,= > 3000

v) Maximum inventory level in the cycle

3000—1500
3000

M*=Q**(?)—s*:4489*( )= 17 =2228 units

vi) Total associated cost per year

TC*:JZ*D*CB*Ch*(%)* (Cf—ch)

= Jz * 1500 =500 = 20 = (3900—1500) . ( 20 )

3000 20+ 0.15

= Rs 3859



Model 1V- EOQ model with Price Discounts:-

When items are bought in large quantities, the supplier often gives discount. However, if the
material is purchased to take advantage of discount, the average inventory level and so inventory
carrying cost will increase. Benefits for the purchaser from large orders are, lower cost per unit,
lower shipping and transportation cost, reduced handling cost and reduction in ordering costs due
to less number of orders.

These benefits are to be compared with the increase in carrying cost. As the order size increases,
more spaces should be provided to stock the items.

A decision is, therefore, to be taken whether the buyer should stick to economic order quantity or
increase the same to take advantage that, at large quantities , the production costs per piece are
lower and hence, part of the savings can passed on to the customer.

Model with One Price Break:-

Let D be the annual consumption (Demand)
C 1isthe price per unit ( Basic price)

C ,isthe discounted price per unit.

C pisthe ordering cost

C nistheinventory carrying cost

Q sisthe priced break quantity.

With the following notations, suppose the following discount schedule is quoted by a
supplier in which one price break (quantity discount) occurs at quantity ‘b ;.

QUNTITY | PRICE PER UNIT (RS)

0 Q1< by Ci1




b:1<Q:2 Cz (<C1)
Procedure: -
Step 1:- Consider the lowest price (i.e. C, ) and determine Q , using basic formula
\ 2D,
Q2 = e

If wefind Q. > Qgi.e. Q2 = by,thenQ, istheEOQ
Q2 =Q
TC* (=TC;) = DCy+ o % Cy+ 2% G,

Step 2:- If Q. Z by, thencaculate Q withprice C; calculatealso Total Costat Q.
Compare TC (b)) and TC (Q 7).

If we get TC(by)>TC(Q),then EOQisQ*=.Q
Otherwise, Q* = b ;isthe required EOQ.

Problem 1:- Find the optimum order quantity for a produce for which the price breaks are as
follows.

QUNTITY PRICE PER UNIT (RS)

0< Q1 < 500 10.00

500 £ Q2 9.25

The monthly demand for the product is 200 units, the cost of storage is 2% of the unit cost and
the cost of ordering is Rs 350.

Solution:-

Step 1:- Consider the lowest price (i.e. 9.25 ) and determine Q" using basic formula



\ zDLC, 2¥200%350 _
Q. = = = 870 units.
Ch 9.25%0.02

Now, Q, =870 units and b ; =500 units

Q2 bl,thean |stheEOQ
) ) Q2 =Q
Q2 = Q =870units

Problem 2:- Find the optimum order quantity for a produce for which the price breaks are as
follows.

QUNTITY PRICE PER UNIT (RS)
0< Q; < 2000 10.00
2000 < Q- 9.25

The annua demand for the product is 10,500 units, the cost of storage is 30% of the unit cost and
the cost of ordering is Rs 40.

Solution:-

Step 1:- Consider the lowest price (i.e. 9.25 ) and determine Q. using basic formula

. 2D CO 2¥10500%40 )
Q. = = = 543 units.
Ch 9.25%0.3

Now, Q. =543 units and b3 = 2000 units
Q, b
Step 2:- If Q. Z by, thencaculate Q withprice C; calculatealso Total Costat Q; .

zDLC, 2¥10500+40 _
= 529 units.
10%0.3




TC(Q1)=TC(520unity = DC; + 2= Co+ 5% G,

10500

=10500=10+ ~—— - *40+ == 10+ 0.30
= 1,06,587.45/-
TC(b1) = DC,+ 2 x Cg+ 2 x €, =10500% 9.5+ T-" x40 + 20 x 9.25 x 0.30

=1,02,810/-
Since, TC(b1)< TC(Q+1), Q* =bistherequired EOQ
Therefore, the optimum order quantity Q* = b ; = 2000 units.
Model with TWO Price Break:-

Let D be the annual consumption (Demand)

C 1isthe price per unit ( Basic price)

C, (C, <C)) isthediscounted price per unit.
C3 (C3<C,)isthediscounted price per unit
C pisthe ordering cost

C nistheinventory carrying cost

Q sisthe priced break quantity.

With the following notations, suppose the following discount schedule is quoted by a
supplier in which one price break (quantity discount) occurs at quantity ‘b ;" and second price
break occurs at quantity * b o’

QUNTITY PRICE PER UNIT (RS)
0 Qi1<b;y C;

b1 <Q2<b; Cz (<Cy)
b,< Qs Cs(<Cy)

Procedure: -
Step 1:- Consider the lowest price (i.e. C 3 ) and determine Q 5 using basic formula

. 2D C,
Qs = f =

If wefind Qs = b, thenQ3 isthe EOQ




Qs = Q andCdculaeTC(Q3 )

If wefind Q3 < b, thengoto STEP?2

Step 2:- Calculate Q. based onprice C»
Compare Q, with b
If by <Q, <b,,caculateTC(Q, ) and TC(b>)
If TC(b2)< TC(Q.) ,EOQ=b,=Q;

If Q, < b, aswellasb,, thengoto STEP3

Step 3:- Calculate Q; based onprice C;
Caculate TC(b1), TC(b2),TC(Q1)
Compare among the above three

The quantity with lowest cost naturally be the required EOQ.

Problem 3:- Find the optimum order quantity for a produce for which the price breaks are as
follows.

QUNTITY PRICE PER UNIT (RS)
0< Q1< 100(by) 20.00( C1)
100(b1) < Q2<200(by) 18.00 ( C,)
200 (b2)< Q3 16.00 ( C3)

The monthly demand for the product is 400 units, the cost of storage is 20% of the unit cost and
the cost of ordering is Rs 25.

Solution:-

Step 1:- Consider the lowest price (i.e. 16.00 ) and determine Q 5 using basic formula



2D L, 2x400%25
~ 4/ 16%0.20

= 79 units.

wefind Qs (=79 units) < b, (=200) thengoto STEP?2

Step 2:- Calculate Q, based onprice C»

2D CO 2*400#25 _
= 75 units
18 = 0.20

If Q, (=75units) < b, (=100) aswell asb, (= 200), then goto STEP3

Step 3:- Calculate Q1 based onprice C;

. 2D G, _
Qi1 = =71 units

Ch

Caculate TC(b1), TC(b2),TC(Q1)

200 100

TC(b1) = DC, +—¢c0+—=xch_4oo 18 + = 25+ ——= 18 0.20 = 7480/-

TC(b2) = DCB+—ECD+—xC‘h—4DO!16+ﬂ =25 + 22 16 0.20 = 6770/-

TC(Ql)—Dc1+—-cCD+—x C, = 400+ 20+ﬂx25+—x20 * 0.20 = 8283/-

Since, TC(b,) < TC(by) < TC(Q1)
The optimum order quantity is given by

Q" = b, = 200 units.




Problem 4:- A shop keeper has a uniform demand of an item at the rate of 50 items per month.
He buys from a supplier at a cost of Rs 6 per item and the cost of ordering is Rs 10 for each
order. If the stock holding costs are 20% per year of stock value, how frequently should he
replenish his stocks?

Now, suppose the supplier offers a 5% discount on orders between 200 and 999 items and
a 10% discount on orders exceeding or equal to 1000 items. Can the shop keeper reduce his costs
by taking advantage of either of these discounts?

Solution:-
Given, D = 50*12 = 600 items per year, C, = Rs 10 per order,

Cp=Rs6 peritem, C,=Cy*1 =6*0.20=1.2

2DC, [2.600+10 .
Q= { = ;' =100 items
Cp \ 6+0.20

T*:%:@-lyear:Zmonths

600 &

TC(Q)=DC, + —~* Co+ 5% = 6006+ Jx10 + S5 x 6020 = 3720-

F

In the case of discounts we have the following formulation

QUNTITY PRICE PER UNIT (RS)
0< Q1< 200(by) 6.00(=C1)
200(b1) < Q2<1000(b>) 5.70(5% discount) (=C )
1000 (b2 < Q3 5.40 (10% discount) (= C 3)

Step 1:- Consider the lowest price (i.e. 5.40 ) and determine Q 5 using basic formula

. [2D¢, [2+600x10 _
Qs = = = 105 units
Ch 5.40% 0.20




wefind Qg3 (=105 units) < b, (= 1000) then goto STEP 2

Step 2:- Calculate Q, based onprice C-

. 2D L, 2%600%10 _
Q, = = = 103 units
Cp 5.70% 0.20

If Q, (=103 units) < b (=200) aswell asb, (= 1000) , then goto STEP3

Step 3:- Calculate Q; based onprice C;

. 2D C, 260010 _ )
Qi1 = = = 100 units
Ch 6x 0.20

Caculate TC(b1), TC(b2),TC(Q1)

TC(b1)= DCy+ 2= Co+Zx €, = 600%5.70+ S% 10 + 2= =570 » 0.20 = 3564/-

by 600 1000

TC(bg)ZDC3+b£*CQ+—$ C, =600%5.40+ — =10+
2

+ 5.40 = 0.20 = 3786/-

F 1000 b

TC(Q{) =DC, + %*c“%* Cp=600%6+ %10 + == 6 =0.20 = 3720/-

Since, TC(b1) < TC(Q:) < TC(b>)
The optimum order quantity is given by

*

Q = Dbi = 200units.

The shop keeper should accept the offer at 5% discount only as by doing this heis able to save
Rs 3720 — 3564 = Rs 156 during the year.

For further practice, please refer
1. Operations Research- Theory and Applications — J.K.Sharma

2. Operations Research- Problems and Solutions — V.K.Kapoor



QUEUING THEORY :-

The queuing theory is known as Random System Theory which has the solutions for
statistical interference and problem of behavior and optimization in queuing system. Indeed,
gueuing theory has many applications in human endeavors, some of which include: telephony;
manufacturing; inventories, dams, supermarkets, computer and information communication

systems and networks; call centers; hospitals, banking, etc.

Undoubtedly, there are numerous factors that affect a customer’s perception of the
waiting experience, some of which include: physical, psychological and emotional. If there
were to be no queue at all, it would create the impression that the value of the attraction is to
some extent diminished. However, one may observe that attractions with short queues tend to
attract less public. So, in principle, it is important not to aim at eliminating queues, but instead
concentrate on giving people an option to join the queue, or skip part of the queue and spend

the time somewhere else.

A flow of customers from finite or infinite population towards the service facility forms a

gueue (waiting line) an account of lack of capability to serve them all at atime. In the absence

of a perfect balance between the service facilities and the customers, waiting time is required

either for the service facilities or for the customers’ arrival. In general, the queuing system




consists of one or more queues and one or more servers and operates under a set of procedures.
Depending upon the server status, the incoming customer either waits at the queue or gets the
turn to be served. If the server is free at the time of arrival of a customer, the customer can
directly enter into the counter for getting service and then leave the system. In this process, over

a period of time, the system may experience “Customer waiting” and /or “Server idle time”..

Queuing System:

A queuing system can be completely described by

(1) theinput (arrival pattern)
(2) the service mechanism (service pattern)
(38) The queue disciplineand
(4) Customer’s behaviour
Theinput (arrival pattern)

The input described the way in which the customers arrive and join the system.
Generally, customers arrive in a more or less random manner which is not possible for
prediction. Thus the arrival pattern can be described in terms of probabilities and
consequently the probability distribution for inter-arrival times (the time between two
successive arrivals) must be defined. We deal with those Queuing system in which the

customers arrive in poisson process. The mean arrival rate is denoted by A.

The Service M echanism: -

This means the arrangement of service facility to serve customers. If there is infinite
number of servers, then all the customers are served instantaneously or arrival and there
will be no queue. If the number of servers is finite then the customers are served
according to a specific order with service time a constant or a random variable.

Distribution of service time follows ‘Exponential distribution’ defined by

ft)=re™,t>0
The mean Servicerateis E(t) = 1/A

Queuing Discipline: -




It is a rule according to which the customers are selected for service when a queue has
been formed. The most common disciplines are

AwbdPE

First comefirst served — (FCFS)

Firstin first out — (FIFO)

Lastinfirst out — (LIFO)

Selection for service in random order (SIRO)

Customer’s behaviour

1

Generally, it is assumed that the customers arrive into the
system one by one. But in some cases, customers may arrivein
groups. Such arrival is called Bulk arrival.

If there is more than one queue, the customers from one queue
may be tempted to join another queue because of its smaller
size. This behaviour of customersis known as jockeying.

If the queue length appears very large to a customer, he/she may not
join the queue. This property isknown as Balking of customers.

Sometimes, a customer who is already in a queue will leave the
gueue in anticipation of longer waiting line. This kind of
departure is known as r eneging.

The dynamics of queues have been anadyzed by using steady-state mathematics.

Essentidly, it is purely a mathematical approach that is employed in the waiting line

analysis. While various models constitute several queuing systems such queuing processes are

described by using the Kendall-Lee (1953) notation which uses mnemonic characters that

specify the queuing system:

A/B/CID/E/F
A: Specifies the nature of the arrival process.
B: Specifies the nature of the service times.

C: Specifiesthe number of parallel servers

— D: Specifies the queue discipline.

(9 O



— E: Specifies the maximum number of entitiesin the system.

— F: Specifies the size of the population from which entities are drawn.

Characteristics of a queuing process

The queuing theory considers mainly six general characteristics of any queuing

processes.

i)  Arrival pattern of customers. inter-arrival times most commonly fall into one of the
following distribution patterns: A Poisson distribution, a Deterministic distribution, or a Genera
distribution. However, inter-arrival times are most often assumed to be independent and
memory less, which is the attributes of a Poisson distribution.

i) Service pattern: the service time distribution can be constant, exponentia, hyper
exponential, hypo-exponential or general. The service time is independent of the inter-arrival

time.

iil) Number of servers. the queuing calculations change depends on whether there is a single
server or multiple servers for the queue. A single server queue has one server for the queue. This
isthe situation normally found in a grocery store where thereis aline for each cashier.
iv) Queue Lengths: the queue in a system can be modeled as having infinite or finite queue
length.
v) System capacity: the maximum number of customers in a system can be from 1 up to
infinity. Thisincludes the customers waiting in the queue.
vi) Queuing discipline: there are severa possibilities in terms of the sequence of customers to
be served.

FCFS: First Come, First Served. This is the most commonly used discipline applied in

the real-world situations, such as check-in counters at theairport.

LCFS. Last Come, First Served. This illustrates a reverse order service given to

customer versus their arrival.
SIRO: Servicein Random Order.

PD: Priority Discipline. Under this discipline, customers will be classified into

categories of different priorities.

(9 O



List of Variables

Thelist of variables used in queuing modelsis give below:

n - No of customersin the system

C - No of serversin the system

P, (t) — Probability of having n customersin the system at timet.
Pn - Steady state probability of having customersin the system

Po - Probability of having zero customersin the system
L4 - Average number of customers waiting in the queue.

Ls- Average number of customers waiting in the system (in the queue and in the service
counters)

W, - Average waiting time of customers in the queue.
W;s - Average waiting time of customers in the system (in the queue and in the service counters)

A - Arrival rate of customers

U - Servicerate of server

p - Utilization factor of the server
M - Poisson distribution

N - Maximum numbers of customers permitted in the system. Also, it denotes the size of
the calling source of the customers.

GD - General discipline for service. This may befirst in first — serve (FIFS), last-in-first
serve (LIFS) random order (Ro) etc.

Classification of Queuing models

Generally, queuing models can be classified into six categories using Kendall’s notation with
Five parameters to define amodel. The parameters of this notation are

a Arriva rate distribution i.e. probability law for the arrival /inter — arrival time.

b- Service rate distribution, i.e. probability law according to which the customers are being
served.

¢ - Number of Servers (i.e. number of service stations)



d - Service discipline
e - Maximum number of customers permitted in the system.

A queuing model with the above parametersiswritten as (a/b/c : d/e)

Model 1 : (M/M/1) : (o/ FCES) Mode

In this model

(i) thearriva rate ( A) follows Poisson (M) distribution.

(i) Servicerate (M), service times follow exponential distribution (M)

(iii) Number of serversis 1

(iv) Service disciplineis general disciple (i.e. FCFS)

(v) Maximum number of customers permitted in the system isinfinite ()

List of Equations (without proof) under Moddl |

1. Utilistion parameter:

P=;

2. Probability that the systemisidle:

Py=1—

Tl

3. Expected number of customersin the system:

A

L. =

u— A
4. Expected number of customers waiting in the queue:
’}LZ
7 p(u—2)

5. Expected length of non empty queue:

L, =
u— A

6. Expected waiting time in queue :



_ A
;= pp—2)

7. Expected time a customer spendsin the system :

1

M = (p—4)

8. Probability that there will be *k” or more units in the system :

k

P(n =k)= (3)

9. Probability that a customer shall wait for more than ‘t’ times in the queue

_tr,-
=p=*e /Wg

Problem 1:-

The arrival rate of customers at a banking counter follows a poisson distibution with a mean of
30 per hours. The service rate of the counter clerk a so follows poisson distribution with mean of
45 per hour.

a) What isthe probability of having zero customer in the system ?
b) What isthe probability of having 8 customer in the system ?
¢ FindLs, Lg, Wsand Wq
Solution
Given arrival rate follows poisson distribution with mean =30
A= 30 per hour

Given service rate follows poisson distribution with mean = 45

M = 45 per hour
Utilization factor p = i
= 33/45
=2/3



- : : A
a) The probability of having zero customer inthesystem Pp=11 — —
1}

=1-0.67=0.33
b) The probability of having 8 customers in the system =

P(n=8)=(2) (1-2)=00130

C) L= ﬁ = 2 customers
L,= 2 3 = 1 customer
“l»p— )
W, = —— =0.0666 hour
L I\i_}w'
— ?‘ —
‘Nq = Ten 0.4467 hour
Problem 2:-

XYZ Tailoring house has one tailor specialized in men’s shirts. The number of customers
requiring stitching of shirts appears to follow Poisson distribution with mean arrival rate of 12
per hour. Customers are attended to tailor on afirst cum first served basis, and they are willing to
wait for service if there be queue. The time tailor takes to attend a customer is exponentially
distributed with a mean of 4 minutes. Required

i) The utilization parameter

ii) The probability that the queuing systemisidle.

iii) The average time thetailor is free on 8 hour working days.

iv) What is the probability that there shall be 5 customers in the shop?

v) What is the number of customersin the shop?

vi) What is the number of customers waiting for tailor’s services?

vii) What is the expected length of non empty queue?

viii) How much time a customer should expect to spend in the queue?

iX) How much time should a customer expect to spend in the shop?

X) What is the probability that a customer shall spend more than 10 minutes.



Solution
Given, A=12 customers per hour,  p= 15 customers per hour
i) Utilization parameter: A
p = ; =0.8
ii) The probability that the queuing systemisidle:
A

Pp=1— —=02
u

iii) The average timethe tailor is free on 8 hour working days
= Py * No of hours=0.2*8 = 1.6 hours

iv) The probability that there shall be 5 customers in the shop
A (K :
P=(1— —)* (—) = (1- 0.8)* (0.8)° = 0.0655
Iz u
V) Expected number of customersin the shop

A
L. =——=4customers
u— A
vi) Expected number of customers waiting for tailor’s services
’12

Le=—m

= 3.2 costomers

vii) The expected length of non empty queue

. Iz
Lq = —— = 5 customers
u—Ai

viii) Expected time a customer should expect to spend in the queue

-

A
W, = —— =16 minutes
T u(u-2)

iX) Expected time a customer should expect to spend in the shop

W

1
= = 20 minutes
(p—4)



X) Probability that a customer shall spend more than 10 minutes

-t
pre /s = 0.8* ¢19%=049

For further practice, please refer
1. Operations Research- Theory and Applications — J.K.Sharma

2. Operations Research- Problems and Solutions — V.K.Kapoor
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SEQUENCING PROBLEMS

In this chapter, we shall try to determine an appropriate order(sequence) for a series of jobsto be
done on afinite number of service facilitiesin some pre-assigned order, so as to optimize the
total cost(time) involved.

Sequencing technique deals with the problem of preparing optimal time table for jobs,
equipments, people, materials, facilities and all other resources that are needed to support the
production schedule. The objective is the minimization of the total elapsed time between the
completion of first and last job in a particular order.

It gives us an idea of the order in which things happen or come in event. Suppose, there are N
jobs(1,2,3...... n), each of which has to be processed one at a time at M machines(A,B,C....).The
order of processing each job through each machine is given. The problem is to find a sequence
among (m!)™ number of al possible sequences for processing the jobs so that the total elapsed

timefor al the jobs will be minimum.
Terminology and Notations:
The following are the terminologies and notations used in this sequencing problem:

Number of machines: It means the service facilities through which ajob must pass before it is
completed.

Processing order: It refers to the order (sequence) in which various machines are required for
completing the job.

Processing Time: It means the time required by each job to complete a prescribed procedure on
each machine.

Idle time on a machine:. This is the time for which a machine remains idle during the total
elapsed time. During the time, the machine awaits completion of manual work. The notation

x;; isused to denote the idle time of a machine j between the end of the (i-1) th job and start of

thei th job.

Total elapsed time: Thisisthe time interval between starting the first job and completing the last
job, which also includesthe idle time, if it occurs.

No passing rule: It means, passing is not allowed. i.e maintaining the same order of jobs over
each machine. If each of N jobsis to be processed through 2 machines My and M, inthe order



MM, , then this rule will mean that each job will go to machine M first and thento M, . If

ajob is finished on M, it goes directly to machine M, , if it is free, otherwise it Starts a
waiting line or joins the end of the waiting line, if one already exists. Jobs that form a waiting
line are processed on machine M, when it becomes free.

Principal Assumptions:

i) The processing time on different machines are exactly known and are independent of the
order of the jobs in which they are to be processed.

i) No machine can process more than one operation at atime.

iii) Each operation once started must be performed till completion.

iv) Each operation must be completed before starting any other operation.

v) Time intervals for processing are independent of the order in which operation are
performed.

vi) Thereis only one machine of each type.

Vii) A job is processed as soon as possible, subject to the ordering requirement.

viii) All jobs are known and are ready for processing, before the period under
consideration begins.

iX) Thetime required to transfer the jobs between machinesis negligible.

TYPE-1: PROBLEMSWITH n JOBS THROUGH TWO MACHINES

The algorithm, which is used to optimize the total elapsed time for processing N jobs
through two machines is called ‘Johnson’s algorithm’ and has the following steps:

Consider N jobs (1,2,3....n) processing on two machines A and B in the order AB.

The processing periods (time) ared,,A4, 4, ..........A, and By,B;, By, ......... B, as
given in the following table.

Machines/jobs | 1 2 3 | n

A Ay A, Ay | A,

B B, B, By | B,

The problem is to sequence the jobs so as to minimize the total elapsed time.

The solution procedure adopted by Johnson is given below.

Step-1: select the least processing time occurring in the list 44,4545, ..........A, and
B,,B;, By, .......... B, .Let this minimum processing time occurs for ajob K.



Step-2: If the shortest processing is for machine A, process the K th job first and place it in the
beginning of the sequence. If itisfor machine B, processthe K th job last and placeit at the
end of the sequence.

Step-3:When there is a tiein selecti ng the minimum processing time , then there may be three
solutions:

(i) If the equal minimum values occur only for machine A, select the job with lar ger
processing timein B to be placed first in the job sequence.

(it) If the equal minimum values occur only for machine B, select the job with lar ger
processing timein A to be placed last in the job sequence.

(iii)If there are equal minimum values, one for each machine, then place the job in
machine A first and the onein machine B last.

Step-4:
Delete the jobs already sequenced, If all the jobs have been sequenced, go to the next step.
Step-5:

In this step, determine the overall or total elapsed time and aso the idle time on machine and B
asfollows:

Total elapsed time=The time between starting the first job in the optimal sequence on machine
A and completing the last job in the optimal sequence on machine B.

Idle time on A=(Time when the last job in the optimal sequence is completed on machine B)-(
Time when the last job in the optimal sequence is completed on machine A)

Idle timeon B

= (When the first job in the optima sequence starts on machine
B)+X% -, [time k th job starts on machine B— time(K — 1)th job finished on machine B]

Practical Problem:-1

There are five jobs, each of which must go through the machines A and B in the order AB.
Processing times are given below.

Jobs 1 2 3 4 5
Machine A 5 1 9 3 10
Machine B 2 6 7 8 4




Determine a sequence for the five jobs that will minimize the total elapsed time.

Solution:

The shortest processing time in the given problem is 1 on machine A. So, perform job 2 in the
beginning, as shown below.

2 | | | |

The reduced list of processing time becomes

Jobs 1 3 4 5
Machine A 5 9 3 10
Machine B 2 7 8 4

Again the shortest processing time in the reduced list is 2 for job 1 on machine B. So placejob 1
asthelast.

2 | | | 1 |

Continuing in the same manner, the next reduced list is obtained as :

Jobs 3 4 5
Machine A 9 3 10
Machine B 7 8 4

Leading to the sequence

|2 | 4 | 1
and reduced list is asfollows:
Jobs 3 5
Machine A 9 10
Machine B 7 4
It gives rise to the sequence:
12 | 4 | |5 1

Finally the optimal sequence N is obtained as.



|2 |4 '3 '5 1
Therefore, the flow of jobs through machines A and B using the optimal sequenceis:
2-54-53-55-1

job Machine A Machine B Idletime

In Out In Out A B

2 0 1 1 7 0 1

4 1 4 7 15 0 0

3 4 13 15 22 0 0

5 13 23 23 27 0 1

1 23 28 28 (30) 30-28 1

=2 3

From the above table, we find that the total elapsed timeis 30 hours and the idle time on machine
A is 2 hours and on machine B is 3 hours.

Practical Problem:-2

Find the sequence that minimizes the total elapse time (in hours) required to complete the
following tasks on two machines.

Task A B C D E F G H [
Machine | 2 5 4 9 6 8 7 5 4
Machine Il 6 8 7 4 3 9 3 8 11
Solution:

The shortest processing time is 2 hours on machine-1 for job A. Hence, process thisjob first.

A

Deleting this job, we get the reduced list of processing time.

Task B C D E F G H I
Machinel 5 4 9 6 8 7 5 4
Machinel I 8 7 4 3 9 3 8 11

The next minimum processing time is same for jobs E and G on machine I1. The corresponding
processing time on machine | for thisjob is 6 and 7. The longest processing time is 7 hours. So
sequence thejob G at theend and E next toit.

A

E

|G

Deleting the jobs that sequenced, the reduced processing list is:

6




Task B C D F H I
Machine | 5 4 9 8 5 4
Machinell |8 7 4 9 8 11

The minimum processing time is 4 hours for job C, | and D. For job Cand I , it is on machine |
and for job D , it is on machine Il. There is atie in sequencing jobs C and I. In order to break
this, we consider the corresponding time on machine I, the longest time is 11(eleven) hours.
Hence, sequence job | in the beginning followed by job C. For job D, as it is on machine 11,
sequence it last.

LA | C | | | D 'E |G

Deleting the jobs that are sequenced , the reduced processing list is:

Task B F H
Machine| 5 8 5
Machinel I 8 9 8

The next minimum processing time is 5 hours on machine | for job B and H, which isagain atie.
In order to break this, we consider the corresponding longest time on other machine(ll) and
sequence thejob B or H first.

Finally, job Fis sequenced.

The optimal sequence for thisjobis:

LA ! C B | H |F D | E |G

The total elapsed time and idle time for both the machines are calculated from the following
table:

Task Machinel Machinel| Idletime
In Out In Out M, M,

A 0 2 2 8 0 2
[ 2 6 8 19 0 0
C 6 10 19 26 0 0
B 10 15 26 34 0 0
H 15 20 34 42 0 0
F 20 28 42 51 0 0
D 28 37 51 55 0 0
E 37 43 55 58 0 0




G 43 50 58 61 61-50 0
11 Hours | 2 Hours

Total elapsed time=61 Hours

Idle time for machine I=11 Hours; Idle time for machine I1=2 Hours.

TYPE-1: PROBLEMSWITH n JOBS THROUGH THREE MACHINES-AB.C

Consider n jobs(1,2,3.....n) processing on three machines A,B,C in the order ABC. The optimal
sequence can be obtained by converting the problem into a two-machine problem. From this, we

get the optimum sequence using Johnson’s algorithm.
The following steps are used to convert the given problem into a two-machine problem.

Step-1: Find the minimum processing time for the jobs on the first and last machine and the
maximum processing time for the second machine,i.e

find Min;(A,,C;), 1=123....... n
and
Max;(B;)
Step-2:  Check the following inequality
Min;A; = Max;B;
or
Min;C; = Max;B;

Step-3:  If none of the inequalitiesin step 2 are satisfied, this method can not be applied.

Step-4: If at least one of the inequalities in step 2 is satisfied, we define two machines G and H,
such that the processing time on G and H are given by,

Gi = Ai‘l‘Bi ,i:1,2,3....n

H; =B; +C; ,i1=1,2,3....n



Step-5: For the converted machine G and H, we obtain the optimum sequence using two machine
algorithm.

Practical problem-1:

A machine operator has to perform three operations, turning , threading and knurling, on a
number of different jobs. The time required to perform these operations(in minutes) on each job
is known. Determine the order in which the jobs should be processed in order to minimize the
total time required to turn out al the jobs. Also find the minimum elapsed time.

Job 1 2 3 4 5 6
turning 3 12 5 2 9 11
threading 8 6 4 6 3 1
knurling 13 14 9 12 8 13
Solution:

Let us consider three machinesas A,B and C
A=Turning , B=Threading, C= Knurling
Step-1:

Min,(A, C;)=(2,8)

Max,(B,)=8

Step-2:

Min A, =2 Max,B=8

Min,C, =8= Max,B=8 issaisfied.

we define two machines G and H

such that , G, = A +B,

H, =B, + (

L 14 I L




Job 1 2 3 4 5 6
G 11 18 9 8 12 12
H 21 20 13 18 11 14
We adopt Johnson’s algorithm steps to get the optimum sequence.
L4 3 1 |6 |2 |5
In order to find the total elapsed time and idle time for machine A,B and C,
Job Machine A Machine B Machine C Idle time
In Out In Out In Out A B C
4 0 2 2 8 8 20 - 2 8
3 2 7 8 12 20 29 - - -
1 7 10 12 20 29 42 - - -
6 10 21 21 22 42 55 - 1 -
2 21 33 33 39 55 69 - 11 -
5 33 42 42 45 69 77 3 -
77-42 | (77- -
45)+17
35 49 8

Tota elapsed time=77 minutes

Idle time for machine A=35 minutes; |dle time for machine B=49 minutes;

Idle time for machine C=8 minutes.

Study material prepared by Dr S.P.Ray

For further practice, please refer

1. Operations Research- Theory and Applications — J.K.Sharma
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2. Operations Research- Problems and Solutions — V.K.Kapoor
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