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Stochastic Optimization Based Approach Towards Optimal Control in Dissociative
Dynamics of Small Molecules

Pinaki Chaudhury1

1Department of Chemistry, University of Calcutta,
92, A.P.C. Road, Kolkata 700 009, INDIA.

(Dated: March 10, 2020)

I. DETAILS OF WORK DONE

As was laid down in the objective of the work, we have done substantial work on selective bond dissociation by
designing optimum pulses both in HOD and O3 systems. In HOD we have been able to design pulses, which gives
substantially high dissociation fluxes in the target dissociation channels separately i.e. O − H and O − D bonds in
HOD. We stress upon the point that the individual fluxes obtained are much higher than those obtained in earlier
reports using single standard pulses, which are more common. We have published our work in the Journal of Chemical
Physics ( 139 (2013) 034310 ). A copy of the published paper is given in the list of reprints supplied.

The second important system that we have studied in the project is on selective bond dissociation dynamics in O3.
However in this systems one of the terminal oxygen atoms is 18O. This creates two separate channels of dissociation
18O + 16O − 16O and 18O − 16O + 16O. Dissociating these bonds in itself is difficult because this system suffers from
very strong Intra Molecular vibrational Relaxation (IVR). This makes excitation of the molecule with a target laser
pulse difficult as the population enhancement in the excited state does not stay for a reasonable amount of time for
the following dynamics to take place. However, we with our optimized pulse have been able to get reasonably good
dissociating fluxes in the two channels. The manuscript has been published Journal of Chemical Physics ( 139, (2013)
164312 ).

The problem of dissociating bonds selectively in HOD has also been investigated differently. Since Stochastic
Algorithms can differ in their mode of operation as well as in complexity. To examine this aspect we have used
Genetic Algorithms to see if there is an enhancement in branching ratios of the two channels of dissociation. The
results have been published in Molecular Physics ( 15 (2017) 1786 ) A copy of the reprint is supplied.

Since Optimal control theory can extend to controlling other chemical events, we have also made a few publications
in analogous areas like controlling tunnelling in relevant potentials, and other applications of stochastic optimization
techniques to study complex structural pattens . We acknowledge with humility, the assistance from UGC, which has
helped us achieve these goals since the commencement of the project. The complete list of publications is provided
in a separate section along with the reprints.

We now present the titles and abstracts of some of our publications in the field of optimal control.

1) Enhancing the branching ratios in the dissociation channels for 16O16O18O molecule by designing
optimum laser pulses: A study using stochastic optimization

The Journal of Chemical Physics 143 (2015) 144109
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We propose a strategy of using stochastic optimization technique, namely, Simulated Annealing to
design optimum laser pulses (both IR and UV) to achieve greater fluxes along the two dissociating
channels (O18 + O16O16andO16 + O16O18 ) in 16O16O18O molecule. We clearly show that the integrated
fluxes obtained along the targeted dissociating channel is much larger with the optimized pulse than
with the unopti- mized one. The flux ratios are also more impressive with the optimized pulse than
with the unoptimized one. To explain clearly, why we are achieving better results we look at the
evolution contours of the wavefunctions along the two channels with time after the actions of both the
IR and UV pulses. We also report the pulse parameters obtained as well as the final shapes they take.

2)Selective bond breaking mediated by state specific vibrational excitation in model HOD molecule
through optimized femtosecond IR pulse: A simulated annealing based approach

The Journal of Chemical Physics 139 (2013) 034310

The selective control of OH/OD bond dissociation in reduced dimensionality model of HOD molecule
has been explored through IR + UV femtosecond pulses. The IR pulse has been optimized using
simulated annealing stochastic approach to maximize population of a desired low quanta vibra- tional
state. Since those vibrational wavefunctions of the ground electronic states are preferentially localized
either along the OH or OD mode, the femtosecond UV pulse is used only to transfer vibrationally
excited molecule to the repulsive upper surface to cleave specific bond, OH or OD. While transferring
from the ground electronic state to the repulsive one, the optimization of the UV pulse is not necessarily
required except specific case. The results so obtained are analyzed with re- spect to time integrated
flux along with contours of time evolution of probability density on excited potential energy surface.

3)Coherent destruction of tunneling with optimally designed polychromatic external field

Chemical Physics 425 (2013) 73

A suitably designed polychromatic field with a very low field strength and low frequency ( 10−5 atomic
unit) can bring about coherent destruction of tunneling (CDT) in a symmetric double well system. It
is analyzed that in the presence of an external perturbation the difference of energy between the two
low- est quasi-energy states may increase or decrease depending on the spatial and temporal nature
of the perturbation. We have designed sets of polychromatic fields both spatially symmetric and
antisymmetric, which cause CDT in symmetric double well system. A stochastic optimizer (Simulated
Annealing) has been used to design such a polychromatic field periodic in time. Both spatial symmetry
preserving or symmetry breaking perturbations may cause CDT for a symmetric double well potential.

4) Optimal designing of polychromatic field for maximum dissociation of LiH molecule

Indian Journal of Physics 87 (2013) 865

We present a strategy for enhancing the dissociation probability of a diatomic molecule, namely
LiH, by designing optimal laser pulse. Dissociation dynamics is followed by solving time-dependent
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Schrodinger equation using time-dependent Fourier Grid Hamiltonian technique with optimal laser
pulse function, generated by using the stochastic optimization technique of simulated annealing. We
show that as we increase number of variable parameters while designing the optimal time dependent
perturbation, higher dissociation is obtained. The step-wise increase in dissociation probability with
the increase in complexity of designed pulse is clearly shown

5) Selective bond dissociation of HOD molecule by optimally designed polychromatic IR+UV pulse:
a genetic-algorithm-based study

Molecular Physics 115 (2017) 1786

A theoretical investigation of selective bond dissociation of OH or OD bond of HOD molecule is
carried out by optimally designed electromagnetic field where optimisation is performed by Genetic
Algorithm (GA). Two strategies depending upon the objective function and variable space for optimi-
sation have been followed to achieve selective photodissociation. In Strategy I flux along a particular
channel (JH +OD/JD+OH) in the repulsive excited state of HOD is considered in defining the objec-
tive function with a polychromatic IR pulse of eight components and a UV radiation of two compo-
nents being optimally found out by GA. The polychromatic IR pulse distributes the population among
the low quanta vibrational states of OH or OD stretching mode in ground electronic state and the
subsequent UV pulse transfers the population to the excited state where photodissociation occurs.
According to the direction of population along OH or OD stretch in ground electronic state, fluxes in
the channels may be expected. We have obtained a maximum value of 92.38% and 74.12% along JH+OD
and JD + OH channels, respectively. The Strategy II is the conventional strategy of selective vibra-
tional excitation followed by population transfer to excited state by single UV pulse. In this case, the
polychromatic IR fields are optimised by GA to achieve selective vibrational excitation on —1, 0, —2,
0, —0, 1 and —0, 2 states and the matching single UV pulse is fired for electronic excitation. The first
two states correspond to the OH stretch and population transfer from these states to excited state
result in predominant flux along H+OD channel and similar scheme from the last two states result in
D+OH dissociation as they are effectively of OD character. The best values of JH +OD and JD+OH
are 86.91% and 65.94% obtained by using Strategy II.

Papers Published
( 1 ) Enhancing the branching ratios in the dissociation channels for 16O16O18O molecule by designing optimum

laser pulses: A study using stochastic optimization
S Talukder, S Sen, BK Shandilya, R Sharma, P Chaudhury, S Adhikari
The Journal of Chemical Physics 143 (2015) 144109

(2) Selective bond breaking mediated by state specific vibrational excitation in model HOD molecule through
optimized femtosecond IR pulse: A simulated annealing based approach
BK Shandilya, S Sen, T Sahoo, S Talukder, P Chaudhury, S Adhikari
The Journal of Chemical Physics 139 (2013) 034310

(3) Coherent destruction of tunneling with optimally designed polychromatic external field
S Ghosh, S Talukder, S Sen, P Chaudhury
Chemical Physics 425 (2013) 73

(4) Optimal designing of polychromatic field for maximum dissociation of LiH molecule
S Sen, S Talukder, P Chaudhury
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Indian Journal of Physics 87 (2013 865

(5) Selective bond dissociation of HOD molecule by optimally designed polychromatic IR+ UV pulse: a genetic-
algorithm-based study
S Talukder, P Chaudhury, S Adhikari
Molecular Physics 115 (2017) 1786
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Enhancing the branching ratios in the dissociation channels
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We propose a strategy of using a stochastic optimization technique, namely, simulated annealing to
design optimum laser pulses (both IR and UV) to achieve greater fluxes along the two dissociat-
ing channels (O18 + O16O16 and O16 + O16O18) in O16O16O18 molecule. We show that the integrated
fluxes obtained along the targeted dissociating channel is larger with the optimized pulse than with
the unoptimized one. The flux ratios are also more impressive with the optimized pulse than with
the unoptimized one. We also look at the evolution contours of the wavefunctions along the two
channels with time after the actions of both the IR and UV pulses and compare the profiles for
unoptimized (initial) and optimized fields for better understanding the results that we achieve. We
also report the pulse parameters obtained as well as the final shapes they take. C 2015 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4932333]

I. INTRODUCTION

The quest for doing selective chemistry at a particular site
in a molecule by leaving the rest of the molecular backbone
intact, or as it is, has been a much sought after goal for chemists
over the years. With the use of light as a source of perturbation
and in particular the invention and extensive use of lasers as a
tool, the goal has been realized to a large extent. The traditional
view of using thermal energy to control and direct a chemical
process obviously is the more popular one but if the quest is
for doing site selective chemistry or optimally controlling a
chemical event, such a route is not the favoured one.

The use of laser pulses in doing selective chemistry is
popular and both experimental and theoretical applications
are impressive in number. Many theoretical studies have been
performed through the years showing that how optimal control
theory (OCT) is used to design the radiative field by which a
chemical phenomena may be controlled.1–15 OCT provides the
framework to optimize the laser pulse shape or the field param-
eters to achieve the desired goal. Different methods are demon-
strated by several authors for the optimization of the external
electromagnetic perturbation.16–22 Stochastic optimizers are
also being reported to be used in some recent papers.23–27 There
are also plenty of books and reviews, demonstrating the use
of coherent control of quantum dynamics.28–35 Experimental
studies on designing laser field are also reported.35–40

a)Electronic mail: pinakc@rediffmail.com
b)Electronic mail: pcsa@iacs.res.in

Applications ranging from selective vibrational mode
excitation in Morse potential systems and controlling the
dissociation probability of a bond26 or tuning the efficiency
of tunnelling events27 are reports worth looking into. A rather
more appealing question to a practising chemist is whether a
molecular system, which is multi-bonded, can be subjected
to an appropriate time-dependent perturbation incorporating
a laser pulse and suffer selective breaking of a particular bond
leaving the others intact. This objective is immensely impor-
tant, since a bond cleavage, which has been done selectively,
opens up a reactive site in the molecular system, which can
undergo further chemical transformation with the rest of the
molecular framework remaining as it is.

There are impressive experimental works which focus on
using shaped laser pulses to control a chemical event like open-
ing a particular reacting channel in lieu of the other available
ones. The work on photodissociation of dicarbonylchloro(η5-
cyclopentadienyl)iron by using femtosecond laser control to
produce different product ratios was carried out by the group
of Gerber.41 There are other reports on experimental investi-
gations carried out on chemical systems of diverse nature on
laser pulse controlled chemical events.42–64 These references
use the principle of coherent control. One must emphasize that
photochemistry can be tuned or controlled by using techniques
which are not dependent on coherence also. One possibility
can be the use of excitations which are bond selective.65–78

However, one must recognise that this approach is practi-
cally feasible when the molecule under investigation has very
low intra-molecular-vibrational redistribution (IVR). Another
method is to excite the system to different excited states with

0021-9606/2015/143(14)/144109/16/$30.00 143, 144109-1 © 2015 AIP Publishing LLC
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the use of different wavelength as is the case with photodisso-
ciation of CH2IBr.79–81

Two triatomic systems which have found appreciable
attention are the HOD 25,82–86 and the O16O16O18 87–90 sys-
tems. Both have two dissociating channels (HOD → H + OD
and D + OH; O16O16O18 → O18 + O16O16 and O16 + O16O18).
However, the two systems are inherently different in levels of
complexity. For HOD system, the normal route followed is to
initially excite the system in an excited vibrational eigenstate
of the ground electronic state. In HOD, fortunately, the excited
vibrational eigenstates are principally of a local mode type
and the vibrational levels are predominantly of OH or OD
type. Once the initial excitation using an IR pulse is done to a
particular excited eigenstate, a follow up UV pulse is applied
which takes the system to a totally repulsive excited electronic
state and the system suffers dissociation mainly in the OH or
OD channel dependent upon the initial vibrational excitation.
Thus, an adequately designed hybrid IR and UV pulse can
enhance the fluxes in the two channels appreciably.82,90 In our
previous paper, we have been able to design proper polychro-
matic electric field which has been shown to perform better
than a single standard analytical pulse.25

The subject of the present study is the O16O16O18 sys-
tem. Authors in previous works90 have explained the inherent
complexity of the system with regards to selective bond break-
ing. As in HOD, the isotope substituted ozone molecule also
has an excited electronic state from which it can dissociate. So,
a similar strategy of initial vibrational excitation in the ground
electronic state followed by a transition to the dissociative
excited electronic state should work, if selective bond breaking
is the sought after objective. However, in this system, IVR
is dominant and this affects the initial excitation. Moreover
the vibrational eigenstates are more of a normal mode rather
than a local mode type. This makes it extremely difficult to
prepare the system predominantly in the O18 + O16O16 or O16

+ O16O18 channel90 before the UV pulse is applied which
breaks a particular bond. Authors in earlier reports have tried
using a gaussian IR pulse for initial excitation followed by an
UV pulse. It has been reported90 that shorter is the UV pulse,
greater is the branching ratio in the two channels. Since IVR is
prominent, the other factor that must be kept in mind is that the
UV pulse should act before the IR pulse has completely died
away.

We in this report, would like to present a strategy, which is
an extension of those already reported. Instead of using a single
gaussian IR pulse, a hybrid pulse generated by combining
gaussians with different half widths along with other pulse
parameters will be the one that will be used. This pulse, in our
opinion, directs the system with greater wavefunction ampli-
tude along the O18 + O16O16 or O16 + O16O18 channel, as the
case might be and the subsequent action of an UV would
then generate fluxes which are greater in the two dissociating
channels and hence a greater branching ratio. It is true that the
coupling between the local modes is an inherent feature of the
system and cannot be done away with, but the hybrid IR pulse
should, even in this scenario, be able to direct the system to a
greater extent along one of the modes.

Since our proposed and used strategy completely depends
on the generation of the hybrid pulse, the question is how do we

go about it. We use a potent optimization technique, namely,
Simulated Annealing (SA)91 to find the optimum pulse param-
eters in generating hybrid pulses. SA is a technique which
uses stochastic principles in finding an optimum solution in a
complicated search space. SA has been used very effectively in
problems relating to both structural92–102 and dynamical aspect
of chemistry.25–27 It has been shown in numerous applications
that a stochastic optimization scheme is better suited to handle
tough problems as opposed to deterministic methods. Deter-
ministic methods more often than not suffer from premature
convergence and fails to find out the best solution in a space
comprising of multiple solutions differing in quality. SA has
been used to generate optimum pulse parameters in some
reports already existing.25–27 We in this present work would
like to see how the optimized pulse parameters are better in
generating fluxes of greater magnitude in the two channels as
opposed to the unoptimized pulse.

Our strategy will be to generate a given pulse and then do
the dynamics using the ab initio-fitted potential energy surface
available for O16O16O18.89 The Lanczos scheme103 will be used
for the time propagation. The system will be described on a two
dimensional grid. Once the fluxes in the channels are found out,
we use SA to design a new pulse and calculate the next fluxes
and hence the branching ratio. This process is carried out until
a steady high branching ratio is achieved.

We discuss the theoretical framework in Sec. II, followed
by a discussion on the results obtained.

II. METHODOLOGY

A. The Hamiltonian for the system

In O16
3 , the three lowest energy transitions corresponding

to symmetric stretch, asymmetric stretch, and bending tran-
sitions are observed at around 1101 cm−1, 1043 cm−1, and
698 cm−1, respectively. For isotopomer of O16

3 , the values are
near to these quantities. As mentioned in a detailed study
on vibrational energies of O3, upto dissociation threshold by
Schinke et al.,104 the lower energy states are of normal mode
type and near the dissociation threshold, the states assume local
mode character. Mixing between states are seen to occur for
higher energy situations which can be probed by high quanta
excitations. If a given state is labelled by three quantum num-
bers ν1, ν2, and ν3, where these represent excitation along sym-
metric stretch, bending, and asymmetric stretch, respectively,
a given state can be represented as (ν1, ν2, ν3). For example,
for a state with ν1 + ν2 + ν3 = 5, the (3,1,1) state is seen to be
coupled with (0,0,5) or where ν1 + ν2 + ν3 = 7, the state (2,2,3)
is coupled to (1,1,5). So, only when high quanta excitations
are probed, does one need to consider mixing. In our study,
we excite the system from (0,0,0) to (1,0,0) or (0,0,1) and
since the fundamental bending frequency (700 cm−1) is much
less than the fundamental stretching frequencies (1050 cm−1 or
1100 cm−1), we need not consider the mixing while studying
the dynamics. However, it must again be reiterated that if high
quanta excitations were needed, one must consider mixing of
states.

The rotational motion of the system is also not considered
since the frequency of rotational motion is even less than
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the bending vibrational motion. So, the time scale in which
the dynamics is studied guarantees the absence of rotational
contribution. It needs to be further stressed that the molecule
is assumed to be pre-oriented105–108 before action of the laser
pulses in the subsequent dynamics. In the potential that is used
for describing the O16O16O18 system, the rotational and bend-
ing motions are neglected, in the two degree of freedom poten-
tial being used. Moreover, for the excited state (ES) O16O16O18,
the bending angle gets reduced by about 100, but this reduction
takes place only after 10 fs. So for the electronic excitation
if a short UV pulse with width around 10 fs is used, we can
still neglect the bending motion. If r1 and r2 represent the co-
ordinates for the O16–O18 and O16–O16 and the corresponding
conjugate momenta are P1 and P2, the internal kinetic energy
operator25,90 assumes the form

T̂ =
P̂2

1

2µ1
+

P̂2
2

2µ2
+

P̂1P̂2

m(16O) cos θ, (2.1)

with

P̂j =
~

i
∂

∂r j
, j = 1,2,

and

µ1 =
m(18O)m(16O)

[m(18O) + m(16O)] , µ2 =
m(16O)m(16O)

[m(16O) + m(16O)] .

In expression (2.1), the subscript “1” refers to O16–O18 and
“2” refers to O16–O16. The angle θ is kept frozen at 116.80,
since we are not considering bending contributions as has
already been described. However, we must admit that after the
UV pulse has been applied, i.e., after 10 fs, there will be a
switching of the bending by about 100, and this might cause
small changes in the results (which will be discussed in Sec. III)
during the next 150 fs.

For interaction with the external radiation, the dipole
moment surface is essential. For the electronic ground state
(GS), the dipole moment vector has two components µx along
the bisector of the two bonds and µy is along the perpendicular
to the bisector.88 We in Sec. II B will discuss in some detail,
both the potential energy surface as well as the dipole moment
function.

For evolving the system in time in the ground and excited
states, the time-dependent Schrödinger equation is employed
with the evolution of the ground and excited states being

i~
∂

∂t
*
,

Ψg

Ψe

+
-
= *
,

Ĥg + ĤIR(t) Ĥuv(t)
Ĥuv(t) Ĥe

+
-
*
,

Ψg

Ψe

+
-
. (2.2)

Now, Ψg and Ψe are the wavefunctions for the nuclear
motion in the ground and the excited electronic states. Ĥg

and Ĥe are the nuclear Hamiltonian for the two states. ĤIR(t)
captures the interaction of the molecule with the external IR
radiation in ground electronic state and ĤUV(t) is the term
which couples the two states when the external UV field is
switched on.

To start the time propagation, the starting eigenstates
needs to be found out. So a field free calculation is done at
t = 0, to get the Ψg wavefunction as well as the vibrational
eigenvalues of the ground electronic state, using the two
dimensional Fourier Grid Hamiltonian (FGH) method. Once
the stationary states are obtained, the Schrödinger equation
is solved to get Ψg(t) and Ψe(t) at various times. To get the
effect of the kinetic energy operators on the wavefunction,
the Fast Fourier Transformation (FFT) algorithm109 is used
and the time progression is done with the Lanczos scheme.103

Since we work on a grid to represent the wavefunctions, it
is done on both the directions r1 and r2 with bond lengths
between 2a0 and 11a0. The total points on the grid used
is 256 and the interpoint spacings are ∆r1 = ∆r2 = 0.035a0
≈ 0.0189 A0. The external radiation (both IR and UV) couples
with µ̂IR and ˆµUV (the dipole moment operators) to generate
ĤIR(t) and ĤUV(t). µ̂IR couples with the external IR field EIR(t)
(for vibrational excitation). EIR(t) = 

i Si
IR(t), where EIR(t) is

made up of a combination of gaussian IR pulse with associ-
ated frequencies and intensities (Si

IR(t)). The µUV(t) couples
with the EUV(t), which comprises of a single Gaussian UV
pulse. The pulse parameters are optimizable and effectively
done using SA to maximize the dissociation along particular
channels. Once the dynamics with a particular perturbation
is complete, total fluxes along the two dissociation channels
O18 + O16O16 (JO18+O16O16) and O16 + O16O18 (JO16+O16O18) are
evaluated using the following expressions:25

JO18+O16O16 =

 rd2

0

 T

0

�
j1(r1 = rd1 ) + j2(r1 = rd1 )

�
dr2dt, (2.3)

with

j1 =
~

2i
1
µ1

(
Ψ
∗∂Ψ

∂r1
− Ψ ∂Ψ

∗

∂r1

)
, j2 =

~

2i
cos θ

m(16O)
(
Ψ
∗∂Ψ

∂r2
− Ψ ∂Ψ

∗

∂r2

)
,

and

JO16+O16O18 =

 rd1

0

 T

0

�
j2(r2 = rd2 ) + j1(r2 = rd2 )

�
dr1dt, (2.4)

with

j1 =
~

2i
cos θ

m(16O)
(
Ψ
∗∂Ψ

∂r1
− Ψ ∂Ψ

∗

∂r1

)
, j2 =

~

2i
1
µ2

(
Ψ
∗∂Ψ

∂r2
− Ψ ∂Ψ

∗

∂r2

)
,
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where µi is the corresponding reduced mass and rdi represents
a grid point for the asymptotic region of the particular ith chan-
nel. rd1 and rd2 are both kept at 8.5a0. The integrands consists
of a summation of two operators, the second representing the
kinetic coupling between the two O16–O18 and O16–O16 modes.
We take the upper limit of integration (T) to be 320 fs.

B. Potential energy surface and dipole
moment function

The potential energy surface constructed for O3, as used
by other workers, considers four surfaces labelled X , A, B,
and R.87 For studying the dissociating dynamics of ozone, the
ground state considered is X and the excited state as B. We
use the analytically fitted potential energy surfaces for X and B
states as used in the paper by Morokuma.89 The parameters of
the fitted surface can be found in this paper. The B state shows
the existence of a potential well, which earlier works had failed
to predict. The success of this potential is that it is able to show
the relative positions as well as intensities of the Huggins band
with good accuracy when compared with experiment (within
100 cm−1).

We have also used the analytic dipole moment function
from the same paper by Morokuma.89 In this form, the compo-
nents µx are the molecular plane for the X–B transition and
also the one located perpendicular to the angle bisector (µy)
is represented as linear combinations of terms upto fourth
order in magnitude. The magnitude of terms appearing in the
expressions for dipole moments can again be found in this
paper.

To eliminate the effect of unphysical reflection from the
edges, an absorbing potential placed at the asymptotic cut is
used. The absorbing potential is linearly dependent on co-
ordinate and this term is present as an exponent in the overall
decaying exponential function.

C. Representation of the pulses

As discussed in Sec. II A, we use a combination of
Gaussian IR pulse with associated parameters to model the IR
radiation field (EIR(t)). The UV radiation field (EUV(t)) is a
single Gaussian UV pulse,

EIR(t) =

i

Si
IR(t), (2.5)

where

Si
IR = ϵ

i
0 cos(ωit) exp

�
−γi(t − t0)2� , (2.6)

and the full width at half maxima,

FWHM =


4ln2
γ

, (2.7)

where ϵ i0 is the intensity,ωi the frequency, and γi and t i0 are
the parameters for the ith Gaussian IR pulse. A total of eight
such individual pulses were combined to generate the optimum
pulse shape. ωi, ϵ i0, and γi were optimized using SA and fed
into the time propagation to check whether greater value of
flux along a given channel is obtained or not. A check on the

individual values of ϵ i0’s was kept so that the value of field
strength did not exceed the value which causes ionization of
electron in hydrogen atom.

The UV pulse perturbation EUV(t) is used as

EUV(t) = ϵUV
0 cos(ωUVt) exp−

�
γUV(t − tUV

0 )2� . (2.8)

The parameters ϵUV
0 (intensity), ωUV (frequency), and the

gaussian parameters γUV and tUV
0 were also optimized using SA

and fed into time propagation scheme.

D. Optimizing the pulse parameters using SA

The parameters described in Sec. II C were changed
randomly using stipulated random maximum allowable vari-
ation by using SA. SA is a stochastic optimizer which draws
its working principle mimicking the metallurgical process
of annealing91 and uses Metropolis sampling scheme to set
criteria for selecting a given set of parameters. The working
principles of SA is described in detail in earlier publications
by our group.99–102 Since SA is an optimizer, it will work only
if a functional (popularly called cost functional) is written
down and the goal of the search would be to minimize
he cost functional. Since our objective is to maximize the
integrated flux along a given direction, we choose two
functionals costO

18+O16O16
and costO

16+O16O18
for O18 + O16O16

and O16 + O16O18 channels, respectively. costO
18+O16O16

and
costO

16+O16O18
are defined as

costO
18+O16O16

=
�
1 − (JO18+O16O16 − JO16+O16O18)�2 (2.9)

and

costO
16+O16O18

=
�
1 − (JO16+O16O18 − JO18+O16O16)�2

(2.10)

where JO18+O16O16 and JO16+O16O18 are given in Equations (2.3)
and (2.4). We use the flux values after total time propagation
to get the magnitudes of the cost functions.

Having defined the cost functions along the two channels
in Equations (2.9) and (2.9), it must be stated that this particular
choice is by no means the only one available. One could just
write a cost function containing the appropriate flux and set
the goal of optimization as the maximization of that flux.
However, the cost functions we are using does two jobs. First,
it tries to maximize the flux along the observed channel and
also tries to reduce the flux in the counter channel. It is clear
that as the difference between say JO18+O16O16 and JO16+O16O18

increases with JO18+O16O16 > JO16+O16O18, costO
18+O16O16

de-
creases. So minimizing costO

18+O16O16
will direct the system to

dissociate more along O18 + O16O16 channel and vice-versa.
So our cost function guarantees the obtainment of a good flux
ratio in the end. One thing that must be mentioned here is that
the integrated flux calculated with Equations (2.3) and (2.4) is
unitless quantity.

Now, we have to optimize the pulse parameters ωi, ϵ i0, γi,
ϵUV

0 , ωUV, γUV, and tUV
0 in order to minimize the cost function

and we will be able to direct the dissociation along a particular
mode. To conclude this section, one must also add an important
criterion that must be kept in mind for firing the UV pulse.
As the system oscillates along the r1 and r2 directions in the
excited vibrational state of the ground electronic state, the UV
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FIG. 1. The plots are obtained while optimizing the flux along JO18+O16O16 mode. (a) The initial and optimized profile for the population of both ground (GS)
and excited (ES) electronic states and also the fluxes along JO18+O16O16 and JO16+O16O18 modes with time. (b) The initial and optimized pulse with time.

must be fired at a time the system is more localized along
r1 or r2 if we are aiming to cleave a O16–O18 or O16–O16

bond.
Having defined our cost functions, which will drive the

optimization towards its goal, it must be mentioned that one
can use different forms of cost functions to study the problem.
Since it is important to keep the used field strength below a
permissible low value, one can add a term which penalizes the
field strength.

III. RESULTS AND DISCUSSION

Having underlined the concept and working principles of
optimal control in the selective bond breaking of O16O16O18,
we present the objectives achieved by the use of the optimized
IR and UV pulses using SA. In all our analysis, we will stress
on the point as to how the optimized pulse gives us better
fluxes and branching ratios along a particular mode vis-a-vis
the unoptimized one.

We first concentrate on the O18 + O16O16 channel (which
is for dissociation of the O16–O18 bond). Fig. 1(a) shows both
the integrated flux and the population of the GS as well as
ES. GS(int)/ES(int) and GS(opt)/ES(opt) depict the variations
in population with the initial pulse (int) and the optimized
pulse (opt) with time. What is noticeable is the relatively
rapid fall of the ground state population and the rapid rise of
the excited state populations with the optimized pulse. The
population in all the situations shows a saturation behaviour
in the large time limit. However, to see whether we are gett-
ing better optimal control or not, the variation of integrated
fluxes for both the channels JO18+O16O16 and JO16+O16O18 with
optimized (opt) and unoptimized initial (int) should be better
parameters to study. Since, we are concentrating on the O18 +

O16O16 channel, JO18+O16O16(opt) shows a final value of over
79% (79.3%) while JO18+O16O16(int) is 64.67%. JO16+O16O18(int)
and JO16+O16O18(opt) on the other hand should be as low as
possible to get better branching ratios. JO16+O16O18(opt) is seen
to be less than JO16+O16O18(int). So we get a better difference

TABLE I. IR and UV hybrid pulse parameters for both initial and optimized states for O18+O16O16 channel.

IR pulse parameter

ϵ0
IR (a.u.) ωIR (cm−1) FWHMIR (fs)

Pulse number in opt int opt int opt

1 0.0060 0.005 84 942.0 969.82 47.0 44.74

2 0.0065 0.006 11 947.0 959.96 48.0 104.70

3 0.0070 0.008 71 952.0 976.24 49.0 60.51

4 0.0075 0.007 93 957.0 963.50 50.0 78.45

5 0.0080 0.008 33 962.0 977.15 51.0 55.07

6 0.0085 0.011 46 967.0 969.13 52.0 63.53

7 0.0090 0.008 52 972.0 968.48 53.0 83.35

8 0.0095 0.009 82 977.0 965.96 54.0 75.56

UV pulse parameter

ϵ0
UV (a.u.) ωUV (cm−1) FWHMUV (fs) t0

UV (fs)

Pulse number int opt int opt int opt int opt

Single pulse 0.015 0.0192 35 619.0 34 131.32 15.0 11.26 113.0 108.81
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FIG. 2. The plots are obtained while optimizing the flux along JO16+O16O18 mode. (a) The initial and optimized profiles for the population of both ground (GS)
and excited (ES) electronic state and also the fluxes along JO18+O16O16 and JO16+O16O18 modes with time. (b) The initial and optimized pulses with time.

in integrated fluxes for the two channels with the optimized
pulse (JO18+O16O16(opt)-JO16+O16O18(opt)), which is greater than
(JO18+O16O16(int)-JO16+O16O18(int)). Fig. 1(b) depicts both the
initial IR (IR(int)) and optimized IR (IR(opt)) and initial UV
(UV(int)) and optimized UV (UV(opt)) pulse shapes. In both
cases, it is observed that the final optimal IR and UV pulses
have changed from the initial starting pulses. It is worth noting
the increase in the maximum pulse amplitude for both the IR
and UV optimized pulses. The UV(opt) pulse is also seen to
be shorter in width as compared to the UV(int). However, it
needs to be mentioned that the initial pulses in all the situations
have been chosen as combination of gaussians and hence they
are learned guesses which on optimization have been refined
further. This is expected as a shorter UV pulse is expected
to give better branching ratio for the system being studied.90

However, we must stress on the point that our high branching
ratio has not being obtained by merely shortening the UV pulse
which is a possibility.90 Our results stems from the optimi-

zation of both the IR and UV radiations. Table I shows the
associated pulse parameters for both IR and UV (initial and
final) while following the dissociation of the O18 + O16O16

channel.
We now turn our attention to a similar plot for dissociating

the O16 + O16O18 channel (O16 + O16O18). Fig. 2(a) shows
the variations of populations for ground and excited states
as well as the variation of the integrated fluxes JO16+O16O18

and JO18+O16O16 with both initial (int) and optimized (opt)
pulses. The variations are in a similar line with the earlier
situation with the optimum pulses being better in starting the
fall of the ground state and rise of the excited state popu-
lations at relative faster rates. As we are following the O16

+ O16O18 channel, we notice a larger final integrated flux value
JO16+O16O18. With JO16+O16O18(opt), it is about 69.15% and for
the initial pulse, JO16+O16O18(int) is 58.94%. The other mode
(16O−18O) as expected shows lower values of JO18+O16O16(opt)
and JO18+O16O16(int). JO18+O16O16(opt) (1.71%) is also lower than

TABLE II. IR and UV hybrid pulse parameters for both initial and optimized state for O16+O16O18 channel.

IR pulse parameter

ϵ0
IR (a.u.) ωIR (cm−1) FWHMIR (fs)

Pulse number int opt int opt int opt

1 0.0040 0.003 41 942.0 974.98 47.0 73.26

2 0.0060 0.007 08 947.0 973.76 48.0 63.14

3 0.0080 0.009 12 952.0 984.521 49.0 65.30

4 0.0100 0.008 96 957.0 971.10 50.0 64.12

5 0.0090 0.008 80 962.0 962.57 51.0 72.58

6 0.0070 0.005 85 967.0 965.41 52.0 79.30

7 0.0050 0.005 84 972.0 961.50 53.0 61.13

8 0.0030 0.002 79 977.0 973.63 54.0 56.32

UV pulse parameter

ϵ0
UV (a.u.) ωUV (cm−1) FWHMUV (fs) t0

UV (fs)

Pulse number int opt int opt int opt int opt

Single pulse 0.015 0.0161 35 619.0 34 744.16 15.0 12.75 130.0 125.32
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FIG. 3. (a) Cost profile with SA steps while optimizing the flux along JO18+O16O16 mode. (b) Cost profile with SA steps while optimizing the flux along
JO16+O16O18 mode.

JO18+O16O16(int) (6.02%). This gives a relatively large value for
the differences in the fluxes in the two modes with the opti-
mized one [(JO18+O16O16(opt)-JO16+O16O18(opt)) > (JO18+O16O16

(int)-JO16+O16O18(int))]. To follow the nature of the pulse which
has been able to achieve this better flux difference, we depict
the optimized and the initial pulses for both IR and UV in
Fig. 2(b). The IR(opt) has changed from the IR(int) with
greater maximum peak amplitude. The UV(opt) shows as
similar behaviour (as seen in the O18 + O16O16 channel) as
compared to UV(int) and has a shorter width as expected.
Table II lists all the associated pulse parameters for both the
IR and UV while trying to selectively dissociate this mode.
It must be mentioned here that the peak intensity values of
the combined IR + UV laser pulses are 26.94 TW/cm2 along
O18 + O16O16 mode and 6.29 TW/cm2 along O16 + O16O18

mode.
Since our idea has centred around optimizing the pulse

with SA, we show in Figs. 3(a) and 3(b) a representation of how
this has been achieved. In both the cases, we plot the variation
in the cost functions (defined earlier, Eqs. (2.9) and (2.9)) with
the number of SA steps. For both the cases, a steady low cost
function value is achieved at around 350 steps.

Now, we turn our attention to the contour plots for the
wavefunctions during the entire dynamics process. Fig. 4 show
snapshots of contours of population with time in the ground
state along the rO16–O18 and rO16–O16, where UV pulse has not
been fired. This was when the stress was on dissociating the
O16–O18 bond (i.e., JO18+O16O16 channel). Column (a) of Fig. 4
is with unoptimized IR pulse and column (b) of the same figure
depict the scenario with optimized IR pulse. The contours for
107 fs, 115 fs give successively higher disposition or concen-
tration of the system along the O18 + O16O16 channel, whereas
at 130 fs, concentration increases along O16 + O16O18 channel.
It is clear from these snapshots that the ground state population
oscillates between the two modes. Thus, UV pulse should be
fired at that particular point of time when the ground state pop-
ulation is relatively more on the targeted channel than the other
channel. For aiming to optimize flux at O18 + O16O16 mode, we
thus set the UV pulse maximum at 113 fs as the initial value and
for O16 + O16O18 channel, it is set at 130 fs initially (see Tables I
and II). Now, what is more noticeable is the relatively higher

disposition on O18 + O16O16 channel with optimized pulses
(Fig. 4(b)) as compared to the unoptimized one (Fig. 4(a)).
This is crucial since a larger orientation of the system along
O18 + O16O16 mode in the ground state will ultimately pave the
way for a higher integrated flux for dissociation when the UV
is fired.

For dissociating the O16 + O16O18 channel, similar con-
toural evolution in the ground state only (without firing UV)
with initial and optimized IR pulses is shown in Fig. 5. Fig. 5(a)
is with the initial pulse and Fig. 5(b) is for the optimized one.
Here also we notice that relatively higher build up with the
optimized IR pulse (Fig. 5(b)) as compared to the unoptimized
one (Fig. 5(a)).

The contoural disposition along the two dissociating chan-
nels with IR pulses only gives us an idea that the system is
more prepared to be dissociated fully along a particular mode.
However to established the point categorically, we need to look
at what happens to the contours when UV pulses are fired,
both with unoptimized (initial) and optimized one and along
both channels. To this end, we first look at the scenario for
breaking O16–O18 bond. Figs. 6(a) and 6(b) show the contoural
evolutions of the population at excited state with time with the
unoptimized and optimized IR and UV hybrid pulses. If we
look at the plots at larger times (130 fs and 150 fs), we observe
noticeable large orientation along the rO16–O18 compared the
rO16–O16 bond with the optimized hybrid pulse (Fig. 6(b)) than
the unoptimized (Fig. 6(a)) one. The two snapshots at 150 fs
are a definite indication of the optimizable pulse being consid-
erably better suited to selective bond breaking. Fig. 7 is in
a similar vein, with the objective now being to follow the
O16 + O16O18 channel. Again the relative large build up of the
system along rO16–O16 bond and depletion along the rO16–O18 is
noticeable. This is even more glaring at later time (150 fs) with
the optimized hybrid pulse (Fig. 7(b)) than the unoptimized
(Fig. 7(a)) hybrid field.

To summarize our result in a nutshell, we depict the eval-
uated integrated flux values and the relevant branching ratios
in Table III. We again stress on the point that an optimized
pulse perturbation is more suited to achieving greater optimal
control in selective bond breaking dynamics as opposed to an
unoptimized pulse shape. The ratio of the integrated fluxes
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FIG. 4. Snapshot of contours of popu-
lation in ground state along rO16–O18 and
rO16–O16 at 50 fs, 107 fs, 115 fs, and
130 fs generated with the application of
IR pulse (UV pulse is not fired to gen-
erate these plots), while optimization
is performed for JO18+O16O16 mode. (a)
and (b) columns are obtained with ini-
tial and optimized pulse parameter, re-
spectively.

are two to three times higher with the optimized pulses than
with the unoptimized ones. Having obtained our results with
optimized pulses, it is now logical to observe what happens if
a monochromatic field is used instead of a linear combination
with different frequencies. This examination is initiated by the
values of the optimized frequencies in the linearly combined
field. It is indeed true that the range of frequencies is a narrow
one (Tables I and II). The parameters of the single IR and UV
hybrid pulse for the two channels are reported in Table IV for
both unoptimized and optimized one. In Table V, we present
the individual fluxes in the two channels as well as the ratios

obtained with a monochromatic field. For the optimization
along O16 + O16O18, JO16+O16O18 has a value of 67.62% while
the other channel shows a value 4.25%. If we examine the
results for the linearly combined field (Table III), the corre-
sponding values are 69.15% and 1.71%. The ratio of the fluxes
is also better for the polychromatic field (40.44), while it is
15.91 for the single pulse. When the observed channel is the
O18 + O16O16, the performance is on a similar line. The flux
values are 79.3% (polychromatic with six components) and
75.98% (single pulse). The ratios of the two channels show
remarkable improvement (74.11) for polychromatic than the
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FIG. 5. Snapshot of contours of popu-
lation in ground state along rO16–O18 and
rO16–O16 at 50 fs, 110 fs, 130 fs, and
170 fs generated with the application of
IR pulse (UV pulse is not fired to gen-
erate these plots), while optimization
is performed for JO16+O16O18 mode. (a)
and (b) columns are obtained with ini-
tial and optimized pulse parameter, re-
spectively.

single pulse (21.70). This also establishes an important fact,
that the polychromatic field can also reduce the dissociation
to an appreciable extent in the channel not under observation
better than the single pulse situation. To further study this point
we have also tried calculations with a bichromatic situation
and also a field which is created with combining four compo-
nents. These results are also presented in Table V. While the
bichromatic situation shows little improvement compared to
the monochromatic one, the four component pulse is some-
what more successful with an increase in flux along one of
the channels to 77.17% while the corresponding value for

the six component pulse is around 79%. It is worth noting
that though in the polychromatic pulse the frequencies are
within a narrow range, the polychromatic pulse is more selec-
tive in increasing the flux along a specified target channel
than the monochromatic one. The results are testimony to this
fact.

Having presented our results, one logical question can
arise. Since our effort in finding a solution strongly depends
on the potency of the optimizer used, it should be made to face
a stronger test. If we start from a completely wrong channel,
i.e., from a set of pulse parameters which gives a very small
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FIG. 6. Snapshot of contours of popu-
lation in excited state along rO16–O18 and
rO16–O16 at 100 fs, 110 fs, 130 fs, and
150 fs generated with the application of
hybrid pulse (IR and UV), while opti-
mization is performed for JO18+O16O16

mode. (a) and (b) columns are obtained
with initial and optimized pulse param-
eter, respectively.

value of flux in the given target channel under observation,
can the optimizer still find out a pulse which ultimately leads
to an appreciable flux? This has been studied and the results
are presented in Table VI. If the target channel is the O18 +

O16O16 one, an initial flux in this channel which starts at 6.02%
finally gets increased to 77.68% at the end of the optimization
procedure. For the O16 + O16O18 channel, the change is from
8.03% (initial) to 69.48% (final). So, we can conclude that the
optimization procedure used by us can converge to a solution
even when the procedure starts from a space which is far away
from the solution.

If we look at the results of Tables III and VI, we see
that the results show some deviation. For the dissociation to
O18 + O16O16, the values are 79.30% and 77.68% (starts from
wrong channel) while for the O16 + O16O18 dissociation, they
are more closer with the values 69.15% and 69.48%. The small
differences are due to the slight difference in the final optimized
parameter values for the two SA simulations. These small
differences can be farther reduced by doing the simulation
for more number of steps but sometimes they remain as a
stochastic search procedure can produce different solution in
two different running schedules.
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FIG. 7. Snapshot of contours of popu-
lation in excited state along rO16–O18 and
rO16–O16 at 123 fs, 130 fs, 150 fs, and
170 fs generated with the application of
hybrid pulse (IR and UV), while opti-
mization is performed for JO16+O16O18

mode. (a) and (b) columns are obtained
with initial and optimized pulse param-
eter, respectively.

TABLE III. The initial and optimized fluxes and branching ratios for both O18+O16O16 channel and O16+O16O18

channel for polychromatic electromagnetic field of eight components of light.

Optimization along O18+O16O16 channel Optimization along O16+O16O18 channel

JO18+O16O16
int 64.67%

JO18+O16O16
int 6.02%

opt 79.30% opt 1.71%

JO16+O16O18
int 8.03%

JO16+O16O18
int 58.94%

opt 1.07% opt 69.15%

JO18+O16O16/JO16+O16O18
int 8.05

JO16+O16O18/JO18+O16O16
int 9.79

opt 74.11 opt 40.44



144109-12 Talukder et al. J. Chem. Phys. 143, 144109 (2015)

TABLE IV. Single IR and UV hybrid pulse parameters for both initial and optimized state for both channels.

Optimization along O18+O16O16 channel

IR pulse parameter CIR E0
IR (a.u.) ωIR (cm−1) FWHMIR (fs)

int opt int opt int opt int opt
1.0 1.0 0.015 0.0242 957.0 956.64 50.0 60.25

UV pulse parameter E0
UV (a.u.) ωUV (cm−1) FWHMUV (fs) t0

UV (fs)

int opt int opt int opt int opt
0.015 0.0204 35 619.0 34 860.95 15.0 14.39 113.0 111.84

Optimization along O16+O16O18 channel

IR pulse parameter CIR E0
IR (a.u.) ωIR (cm−1) FWHMIR (fs)

int opt int opt int opt int opt
1.0 1.0 0.015 0.0171 957.0 976.605 50.0 61.91

UV pulse parameter E0
UV (a.u.) ωUV (cm−1) FWHMUV (fs) t0

UV (fs)

int opt int opt int opt int opt
0.015 0.0153 35 619.0 35 442.27 15.0 14.53 130.0 125.206

TABLE V. The optimized fluxes and branching ratios for both O18+O16O16 channel and O16+O16O18 channel
for monochromatic, bichromatic, and polychromatic (with 4 components) electromagnetic fields.

Optimization along O18+O16O16 channel Optimization along O16+O16O18 channel

Monochromatic

JO18+O16O16 75.98% JO18+O16O16 4.25%
JO16+O16O18 3.5% JO16+O16O18 67.62%

JO18+O16O16/JO16+O16O18 21.70% JO16+O16O18/JO18+O16O16 15.91%

Bichromatic

JO18+O16O16 75.76% JO18+O16O16 2.58%
JO16+O16O18 2.51% JO16+O16O18 67.58%

JO18+O16O16/JO16+O16O18 29.36% JO16+O16O18/JO18+O16O16 26.92%

Polychromatic (4 component)

JO18+O16O16 77.17% JO18+O16O16 2.32%
JO16+O16O18 1.87% JO16+O16O18 67.38%

JO18+O16O16/JO16+O16O18 41.26% JO16+O16O18/JO18+O16O16 29.04%

TABLE VI. The initial and optimized fluxes and branching ratios for both O18+O16O16 channel and O16+O16O18

channel for polychromatic electromagnetic field of eight components of light, where optimization starts from
the wrong channel (i.e., the opposite channel than that of the desired one).

Optimization along O18+O16O16 channel Optimization along O16+O16O18 channel

JO18+O16O16
int 6.02%

JO18+O16O16
int 64.67%

opt 77.68% opt 1.68%

JO16+O16O18
int 58.94%

JO16+O16O18
int 8.03%

opt 1.23% opt 69.48%

JO18+O16O16/JO16+O16O18
int 0.102

JO16+O16O18/JO18+O16O16
int 0.124

opt 63.15 opt 41.36

IV. CONCLUSION

We have demonstrated how the strategy of using hybrid
pulses, obtained using involved stochastic optimizational
procedure, can be a method of choice to selective cleave a bond
in a system like O16O16O18, which has inherent complicities

due to strong internal vibrational redistribution as well as
strong coupling between the two modes. Our results show that
both absolute values of integrated flux along a target mode as
well as the ratio of fluxes are obtained at much higher values
using the optimized pulse than with an unoptimized pulse. The
progress of the dynamics has been shown by depicting how
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the contours of populations along the two modes change with
time both for the ground as well as the excited state. To further
show the efficiency of the procedure, the problem has been
also studied when one starts from a completely wrong channel
and ultimately reach the desired solution by optimizing and
generating the correct perturbation. The recipe used by us to
design optimum perturbation by focussing on the laser pulse
can be a good approach to follow if greater selectivity and
control in bond breaking is the sought after goal.
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APPENDIX: CONTINUITY EQUATION AND RELATION
OF FLUX WITH PROBABILITY DENSITY FOR O16O16O18

The probability density (ρ) is given by

ρ = ψ∗ψ, (A1)
∂ρ

∂t
= ψ∗

∂ψ

∂t
+ ψ

∂ψ∗

∂t
. (A2)

The time dependent Schrödinger equation is

i~
∂ψ

∂t
= Hψ (A3)

⇒ ∂ψ

∂t
=

1
i~

Hψ, (A4)

and, the complex conjugate for Eq. (A4) will be

∂ψ∗

∂t
= − 1

i~
Hψ∗. (A5)

For 16O16O18O,

H =
p̂2

1

2µ1
+

p̂2
2

2µ2
+

p̂1p̂2

m(16O) cos θ + V (r1,r2). (A6)

Now, from Eq. (A4), we get

∂ψ

∂t
=

1
i~

Hψ

=
1
i~

 p̂2
1

2µ1
+

p̂2
2

2µ2
+

p̂1p̂2

m(16O) cos θ + V (r1,r2)

ψ

=
1
i

(
− ~

2µ1

) ∂2ψ

∂r1
2 +

(
− ~

2µ2

) ∂2ψ

∂r2
2 +

(
− ~

m(16O)
)

cos θ
∂2ψ

∂r1∂r2
+

V
~
ψ


⇒ ψ∗
∂ψ

∂t
=

1
i

(
− ~

2µ1

)
ψ∗
∂2ψ

∂r1
2 +

(
− ~

2µ2

)
ψ∗
∂2ψ

∂r2
2 +

(
− ~

m(16O)
)

cos θψ∗
∂2ψ

∂r1∂r2
+

V
~
ψ∗ψ



(A7)

[since V is multiplicative therefore ψ∗V
~
ψ = V

~
ψ∗ψ].

Similarly from Eq. (A5), we get

ψ
∂ψ∗

∂t
=

1
i

( ~
2µ1

)
ψ
∂2ψ∗

∂r1
2 +

( ~
2µ2

)
ψ
∂2ψ∗

∂r2
2 +

( ~

m(16O)
)

cos θψ
∂2ψ∗

∂r1∂r2
− V
~
ψψ∗


. (A8)

Thus, Eq. (A2) becomes

∂ρ

∂t
=

1
i

( ~
2µ1

)
ψ
∂2ψ∗

∂r1
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( ~
2µ2
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ψ
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ψψ∗
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1
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= T1 + T2 + T3.

(A9)

Eq. (A9) can be simplified as follows:
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Similarly,

T2=
~

2iµ2


− ∂

∂r2
j2


. (A11)

Finally,
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Therefore, the continuity equation, i.e., Eq. (A9) may now be written as
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(A13)

Hence, the flux expression in the two directions “1” and “2” (for 16O16O18O, 1 refers to 16O−18O and 2 refers to 16O−16O) should
also have additional terms (cross terms) due to the momentum coupling. Integrating Eq. (A13) with dr1dr2dt with limits r1 = 0
to r1 = r1d, r2 = 0 to r2 = r2d, and t = 0 to t = T and since at r = 0 flux is zero, we get r1d

0

 r2d

0

 T

0

∂ρ

∂t
dr1dr2dt = −

 r1d

0

 r2d

0

 T

0

 ∂
∂r1

( ~
2iµ1

j1 +
~ cos θ

2im(16O) j2

)
+

∂

∂r2

( ~
2iµ2

j2 +
~ cos θ

2im(16O) j1

)
dr1dr2dt

⇒
 r1d

0

 r2d

0

(
ρ(T) − ρ(0))dr1dr2 = −

  r2d

0

 T

0

( ~
2iµ1

j1(r1 = r1d) + ~ cos θ
2im(16O) j2(r1 = r1d)

)
−

( ~
2iµ1

j1(r1 = 0) + ~ cos θ
2im(16O) j2(r1 = 0))dr2dt

+

 r1d

0

 T

0

( ~
2iµ2

j2(r2 = r2d) + ~ cos θ
2im(16O) j1(r2 = r2d)

)
−

( ~
2iµ2

j2(r2 = 0) + ~ cos θ
2im(16O) j1(r2 = 0))dr1dt

⇒ −
 r1d

0

 r2d

0

(
ρ(0) − ρ(T))dr1dr2 = −

  r2d

0

 T

0

( ~
2iµ1

j1(r1 = r1d) + ~ cos θ
2im(16O) j2(r1 = r1d)

)
dr2dt

+

 r1d

0

 T

0

( ~
2iµ2

j2(r2 = r2d) + ~ cos θ
2im(16O) j1(r2 = r2d)

)
dr1dt



⇒
 r1d

0

 r2d

0

(
ρ(0) − ρ(T))dr1dr2 = JO18+O16O16 + JO16+O16O18,

(A14)

where
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The selective control of O–H/O–D bond dissociation in reduced dimensionality model of HOD
molecule has been explored through IR+UV femtosecond pulses. The IR pulse has been optimized
using simulated annealing stochastic approach to maximize population of a desired low quanta vibra-
tional state. Since those vibrational wavefunctions of the ground electronic states are preferentially
localized either along the O–H or O–D mode, the femtosecond UV pulse is used only to transfer
vibrationally excited molecule to the repulsive upper surface to cleave specific bond, O–H or O–D.
While transferring from the ground electronic state to the repulsive one, the optimization of the UV
pulse is not necessarily required except specific case. The results so obtained are analyzed with re-
spect to time integrated flux along with contours of time evolution of probability density on excited
potential energy surface. After preferential excitation from |0, 0〉 (|m, n〉 stands for the state having
m and n quanta of excitations in O–H and O–D mode, respectively) vibrational level of the ground
electronic state to its specific low quanta vibrational state (|1, 0〉 or |0, 1〉 or |2, 0〉 or |0, 2〉) by us-
ing optimized IR pulse, the dissociation of O–D or O–H bond through the excited potential energy
surface by UV laser pulse appears quite high namely, 88% (O–H ; |1, 0〉) or 58% (O–D ; |0, 1〉) or
85% (O–H ; |2, 0〉) or 59% (O–D ; |0, 2〉). Such selectivity of the bond breaking by UV pulse (if
required, optimized) together with optimized IR one is encouraging compared to the normal pulses.
© 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4813127]

I. INTRODUCTION

Controlling chemical events in a desired manner has
been, and will always be a much sought after endeavour of any
chemist, be it an experimentalist or a theoretician. However,
the traditional way of studying reactions is mostly thermal,
but unfortunately, the thermal way is not a prudent choice for
channelizing or dictating a reaction to go in a desired specific
direction. On the contrary, if light is used to control and to
follow chemical transformations, a high degree of control can
be achieved like dissociating a particular bond selectively in a
polyatomic molecule. Specifically, a time dependent perturba-
tion induced by an external radiation field with a properly de-
signed pulse shape can, to a high degree of specificity, gener-
ate the desired results in a chemical transformation.1–15 There
are many examples12–15 in which different standard pulse
shape functions such as Gaussian, triangular, saw-toothed,
sine squared, etc., have been used to follow target excitations
in vibrational levels with high accuracy and specificity.

The problem of state specific vibrational excitation or
maximizing the dissociation probability in simple diatomic
molecules, modelled by Morse potentials, though intellectu-

a)Author to whom correspondence should be addressed. Electronic mail:
pcsa@iacs.res.in

ally illuminating and allowing the user to develop the neces-
sary theoretical tools, is rather academic or pedagogic from
the point of view of contemporary research in the field. On
the contrary, the low quanta vibrational excitation to spe-
cific level of the ground electronic state and dissociation of
a desired bond of a triatomic molecule through repulsive sur-
face are the nontrivial attempts for controlling chemical re-
action both by experimental technique as well as theoreti-
cal methodology. The HOD molecule is a model system to
test different theoretical approaches to state selective vibra-
tional excitation14, 15 or selective cleaving of bond16–39 due to
availability of accurate potential energy surfaces19, 40, 41 and
dipole moment functions.21, 27 Since the stretching frequen-
cies of O–H and O–D in HOD are far apart,14, 19, 21, 22, 27 the
preferential accumulation of wavefunction in H+O−D or
H−O+D channel can be achieved by IR pulse with carrier
frequency corresponding to those of O–H or O–D stretches,
respectively.19, 21, 22, 27, 36 On the other hand, as the first excited
electronic state is purely repulsive one with a saddle point bar-
rier which separates the H+O−D and H−O+D channels,40, 41

while transferring the vibrationally excited molecule to the
upper surface by UV pulse, the barrier height of repul-
sive surface prevents crossover from one channel to the
other and thereby, the desired bond breaks selectively.18–20, 23

The photodissociation of HOD utilizing IR pulse to excite
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either fundamental or low quanta overtone of O–H/O–D mode
followed by appropriate UV field has there been reported
experimentally,20, 23–26, 30 which was termed as vibrationally
mediated photochemistry.42 The preferential dissociation of
O–H bond has been proposed17–19, 21, 22, 25, 27 and realized ex-
perimentally using the ground vibrational state and low/high
overtone excitation of the O–H bond by many groups.20, 23–26

The Time Dependent Wave Packet (TDWP) calculations19, 20

predict three (3) or more quanta of excitation in O–D mode
is necessary for preferential breaking of O–D mode, whereas
only one quanta of excitation is required in case of O–H
mode to enhance selectivity. These TDWP calculations show
that there is no preferential dissociation of O–D bond with
one quanta of excitation in O–D mode and is supported by
experiment.26 The remarkable preferential dissociation in O–
D mode has been shown experimentally mediated by (5) five
quanta of excitation in O–D mode.36 Indeed, these predictions
were based on semiclassical TDWP calculations employing δ-
function type pulses. Since even a moderately intense IR pulse
distributes population in combination of excited vibrational
states not in pure O–H/O–D overtone,27, 39 theoretical calcu-
lations employing those vibrationally excited states as the ini-
tial state to pump the probability density to the upper repul-
sive surface by UV pulse for selective bond dissociation may
not be experimentally realizable. The state selective vibra-
tional excitation12–15 mechanism for model OH and HOD sys-
tem has been proposed using analytical and numerical pulse
shapes under the framework of optimal control theory (OCT)
as well, but in all those calculations, the target vibrational
states are much higher. However, several attempts29, 35, 38 have
also been reported for selective bond dissociation of same sys-
tem (HOD) using simple as well as OCT optimized UV pulses
under various constrains over pulse parameters.

An interesting and important problem is how to selec-
tively cleave a particular bond in a molecule, leaving the rest
of the molecule as it is, by using optimally designed laser
pulse shapes. It is our purpose to investigate selective bond
breaking in reduced dimensionality model of HOD molecule
through lower quanta vibrational excitation using optimized
field attributes. Since the lower quanta vibrational wavefunc-
tions are preferentially localized along O–H or O–D mode, se-
lective vibrational IR excitation can efficiently help to dissoci-
ate O–H or O–D bond while pumping either by a simple or an
optimized (if required) UV pulse. Therefore, optimization of
the IR pulse is much more important for selective dissociation
than the UV one in our two step mechanism for the increase of
time integrated flux. The optimization of the pulse fields has
been performed by using a stochastic approach called simu-
lated annealing (SA), where the profile of the IR and UV pulse
field are optimized by maximizing the population of a targeted
vibrational state and the flux in a desired mode, respectively.
The dissociation of the HOD molecule in a specific channel
is to explore the validity of simulated annealing stochastic ap-
proach for optimization of IR pulse to selectively populate
lower vibrational levels and then, to pump on the upper elec-
tronic state with simple or optimized UV pulse.

Section II deals with details of the Hamiltonian and laser
field profile and is followed by section on stochastic approach
and a section on initialization, time propagation, and flux

analysis. A discussion of prominent results and summary of
main findings conclude this article.

II. THE HAMILTONIAN AND THE LASER
FIELD PROFILE

We consider two-dimensional model Hamiltonian for the
triatomic molecule HOD, neglecting bending and rotation
mode,17, 27 where r1 and r2 refer the O–H and O–D stretches,
respectively. The conjugate momenta are denoted by p1

(O–H) and p2 (O–D). The kinetic energy operator is given
by

T̂ = p̂2
1

2μ1
+ p̂2

2

2μ2
+ p̂1p̂2

mO
cos θ, (1)

where

p̂j = ¯
i

∂

∂rj

, j = 1, 2,

μ1 = mHmO/(mH + mO), (2)

μ2 = mOmD/(mO + mD),

and θ is the fixed (equilibrium) bending angle of 104.52◦ for
HOD.

We consider two electronic states of the molecule (HOD)
in our calculation, namely, the electronic ground state and the
first electronically excited state. A laser in the infrared (ir) re-
gion and another one in the ultraviolet (uv) region are allowed
to interact with the molecule. The time evolution associated
with the nuclear motion can then be calculated from the time-
dependent Schödinger equation,

i¯
∂

∂t

⎛
⎝ψg

ψe

⎞
⎠ =

⎛
⎝ Ĥg + Ĥir (t) Ĥuv(t)

Ĥuv(t) Ĥe

⎞
⎠ (

ψg

ψe

)
, (3)

where the wavefunctions associated with nuclear motion on
the ground and the excited electronic state are ψg ≡ ψg(r1,
r2, t) and ψe ≡ ψe(r1, r2, t), respectively. The nuclear Hamil-
tonians for the two states are described by Ĥg = T̂ + Vg and
Ĥe = T̂ + Ve. Ĥir (t) and Ĥuv(t) are the interaction between
the molecule with IR and UV laser, respectively.

At this point, we specify the details of the Hamiltonian in
Eq. (3) for HOD molecule, where two Morse oscillators and a
coupling term19, 43 are taken to represent the potential energy
surface associated with the electronic ground state,

Vg(r1, r2) =D[1 − e−α(r1−r0)]2 + D[1 − e−α(r2−r0)]2

+ f12(r1 − r0)(r2 − r0)

f12 = F12

1 + eβ[(r1−r0)+(r2−r0)]
,

(4)

with D = 0.2092 hartree, α = 1.13 a−1
0 , r0 = 1.81 a0, β = 1.0

a−1
0 , and F12 = −6.76 × 10−3 hartree/a2

0 .
The potential energy surface of the first electronically

excited state, Ve, was obtained from the fitting of ab initio
data40, 41 with the following analytic expression as suggested
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originally by Sorbie and Murrell:44, 45

Ve = Ve
f it (r1, r2, r3)

= VOH(r1)χ (r2, r3) + VOH(r3)χ (r1, r2) + VI (r1, r2, r3),

(5)

with H–O, O–D, and D–H separations as r1, r2, and r3,
respectively. VOH is a Morse potential,

VOH(r1) = DOH{1 − exp[−βOH(r1 − rOH)]}2 − DOH (6)

and

χ (ri, rj ) = [
1 − exp

( − δr2
i

)][
1 − exp

( − δr2
j

)]
, (7)

is a cutoff function. The three-body term has the form:

VI (r1, r2, r3) =
50∑
i=1

ciPi(S1, S2, S3) ×
3∏

j=1

(1 − tanh αjSj ),

(8)
where Pi refers polynomial up to sixth order with three vari-
ables, Sj = rj − 1 Å (j = 1,2,3). The parameters ci, αj, and
δ together with the polynomials Pi and the Morse parameters
are given in Table I of Ref.40.

The interaction with the laser field can be written as

Ĥir (t) = −�μg(r1, r2) · �Sir (t) = −μg(r1, r2)Eir
0 a(t) cos ωir t,

(9)

where a(t) is the envelope of the pulse, ωir is the carrier fre-
quency, and Eir

0 denotes the maximum amplitude of the IR
pulse. We consider a Gaussian pulse,

a(t) =
(

8γ t2
l

π

)1/4

exp[−γ (t − t ir )2], (10)

where tl gives the pulse length and tir is the peak time for the
maximum amplitude of the IR pulse. The pulse width of the
Gaussian pulse is defined as the full width at half-maximum
(FWHM) [FWHM = √

4ln2/γ ].
The electric dipole moment function of the electronic

ground state is given by,46

�μg(r1, r2) = r1μ0 exp(−r1/r∗) + r2μ0 exp(−r2/r∗), (11)

where μ0 = 7.85 D/Å and r∗ = 0.6 Å. The plane XZ is molec-
ular plane of HOD with Z axis as bisector. If X polarized elec-
tric field of the exciting IR laser is considered, the interaction
of the IR field and molecule is given by

Ĥir (t) = [μ1(r1) − μ2(r2)]A0a(t) cos ωir t, (12)

where

μj (rj ) = μ0rj exp(−rj /r∗), j = 1, 2

A0 = E0 cos φ (13)

and

φ = (π − θ )/2.

The transition dipole function was calculated by ab initio
methods only within a small region (r1, r2 ≤ 2.6a0) and has
been fitted to the expression,21, 27

μge = 2.225

1 + eβ(r1−r0)
+ 2.225

1 + eβ(r2−r0)
. (14)

The transition dipole moment vector, μge, is perpendicu-
lar to the molecular plane,40 and the electric field vector of the
UV-laser field is considered as parallel to the dipole moment
vector. Thus, the interaction with the UV laser would be,

Ĥuv(t)=−�μge(r1, r2) · �Suv(t)=−μge(r1, r2)E0a(t) cos ωuvt,

(15)
where we consider a Gaussian pulse shape,

a(t) = exp[−γ (t − tuv)2], (16)

with ωuv is the pumping frequency from ground to the upper
electronic state and Euv

0 denotes the maximum amplitude of
the UV pulse.

III. PULSE OPTIMIZATION: A SIMULATED
ANNEALING BASED STOCHASTIC APPROACH

We explore the idea of designing optimized pulses, es-
pecially, those for the IR excitation to selected low quanta
vibrational levels in the ground electronic state and then, for
UV pumping generally by simple pulses from the ground state
to the excited one of the HOD molecule. The IR pulse to be
optimized could be expressed as a linear combination of indi-
vidual Gaussian pulses:

Sir (t) = 
cir
i Sir

i

(
Eir

0,i , ω
ir
i , γ ir

i , t
)
, (17)

where

Sir
i

(
Eir

0,i , ω
ir
i , γ ir

i , t
)

= Eir
0,i

(
8γ ir

i t2
l

π

)1/4

exp
[ − γ ir

i (t − t ir )2
]

cos ωir
i t. (18)

The parameters Eir
0,i , ωir

i , and γ ir
i represent the ith pulse

shape of the hybrid pulse to be designed and cir
i is the as-

sociated combining coefficient. So, in essence, the idea is to
find out the optimum values of the quantities cir

i , Eir
0,i , ω

ir
i , and

γ ir
i , a total of 32 parameters, where the summation in Eq. (17)

is over eight individual pulse shape. This optimized IR pulse
shape function is used as part of the time dependent poten-
tial energy term of the Hamiltonian (see Eqs. (9) and (12)) for
the selective lower quanta vibrational excitation from |0, 0〉
level to either |1, 0〉 or |0, 1〉 or |2, 0〉 or |0, 2〉 of the ground
electronic state. The initial and optimized parameters of the
IR pulse are presented in Tables I–IV. Since the lower quanta
vibrational wavefunctions are preferentially localized along
O–H or O–D mode, selective vibrational IR excitation can
efficiently help to dissociate O–H or O–D mode while pump-
ing by a simple UV pulse. Therefore, optimization of the IR
pulse is much more important for selective dissociation than
the UV one in our two step proposed mechanism to increase
the time integrated flux. If required, we optimize a single UV
pulse rather than a linear combination of pulses, where the
trial form of the UV pulse is taken as

Suv(t) = 
cuv
i Suv

i

(
Euv

0,i , ω
uv
i , γ uv

i , t
)
, (19)

where

Suv
i

(
Euv

0,i , ω
uv
i , γ uv

i , t
) = Euv

0,i exp
[− γ uv

i (t − tuv)2
]

cos ωuv
i t.

(20)
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TABLE I. The initial and optimized parameters associated with the eight Gaussian IR pulses for |1, 0〉 as target vibrational state.

Gaussian 1 2 3 4 5 6 7 8

Cir (int) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Cir (opt) 1.000 0.977 1.000 1.000 0.982 1.027 1.021 0.968
Eir

0 (int)/a.u. 0.00900 0.01000 0.01500 0.02000 0.02500 0.01300 0.01800 0.02200
Eir

0 (opt)/a.u. 0.00899 0.00997 0.01507 0.01991 0.02500 0.01296 0.01799 0.02201
ωir (int)/cm−1 3556.00 3606.00 3656.00 3706.00 3756.00 3806.00 3856.00 3906.00
ωir (opt)/cm−1 3598.96 3539.81 3656.00 3738.58 3763.74 3805.78 3781.14 3899.99
FWHM (int)/fs 55.00 60.00 65.00 70.00 75.00 80.00 85.00 90.00
FWHM (opt)/fs 54.78 60.61 64.95 71.90 75.00 80.00 81.65 90.48

TABLE II. The initial and optimized parameters associated with the eight Gaussian IR pulses for |0, 1〉 as target vibrational state.

Gaussian 1 2 3 4 5 6 7 8

Cir (int) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Cir (opt) 0.980 0.964 1.000 0.991 0.986 1.015 1.000 1.006
Eir

0 (int)/a.u. 0.00900 0.01000 0.01500 0.02000 0.02500 0.01300 0.01800 0.02200
Eir

0 (opt)/a.u. 0.00899 0.01000 0.01508 0.02009 0.02484 0.01304 0.01810 0.02189
ωir (int)/cm−1 2577.00 2627.00 2677.00 2727.00 2777.00 2827.00 2877.00 2927.00
ωir (opt)/cm−1 2598.69 2620.25 2674.89 2769.20 2786.25 2816.66 2820.26 2877.93
FWHM (int)/fs 55.00 60.00 65.00 70.00 75.00 80.00 85.00 90.00
FWHM (opt)/fs 54.96 60.59 65.76 69.44 73.61 80.38 86.37 87.51

TABLE III. The initial and optimized parameters associated with the eight Gaussian IR pulses for |2, 0〉 as target vibrational state.

Gaussian 1 2 3 4 5 6 7 8

Cir (int) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Cir (opt) 1.027 1.000 1.014 1.001 1.000 0.972 1.002 1.017
Eir

0 (int)/a.u. 0.00900 0.01000 0.01500 0.02000 0.02500 0.01300 0.01800 0.02200
Eir

0 (opt)/a.u. 0.00899 0.01000 0.01499 0.02007 0.02497 0.01294 0.01791 0.02200
ωir (int)/cm−1 3556.00 3606.00 3656.00 3706.00 3756.00 3806.00 3856.00 3906.00
ωir (opt)/cm−1 3617.53 3727.23 3737.89 3737.87 3721.73 3794.64 3852.75 3945.14
FWHM (int)/fs 55.00 60.00 65.00 70.00 75.00 80.00 85.00 90.00
FWHM (opt)/fs 53.83 59.64 64.38 71.43 76.33 80.00 88.69 91.67

TABLE IV. The initial and optimized parameters associated with the eight Gaussian IR pulses for |0, 2〉 as target vibrational state.

Gaussian 1 2 3 4 5 6 7 8

Cir (int) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Cir (opt) 1.016 1.013 0.967 0.961 0.983 1.008 1.020 1.010
Eir

0 (int)/a.u. 0.00900 0.01000 0.01500 0.02000 0.02500 0.01300 0.01800 0.02200
Eir

0 (opt)/a.u. 0.00903 0.01006 0.01484 0.02006 0.02501 0.01299 0.01808 0.02176
ωir (int)/cm−1 2577.00 2627.00 2677.00 2727.00 2777.00 2827.00 2877.00 2927.00
ωir (opt)/cm−1 2543.29 2652.18 2785.85 2742.12 2784.74 2784.52 2830.63 2966.78
FWHM (int)/fs 55.00 60.00 65.00 70.00 75.00 80.00 85.00 90.00
FWHM (opt)/fs 56.29 60.33 67.87 68.39 76.42 81.47 84.73 90.28

TABLE V. Initial UV pulse parameters used to pump from various target states, where the optimized UV pulse parameters for |0, 1〉 case are given in
parenthesis.

State |1, 0〉 |0, 1〉 (opt) |2, 0〉 |0, 2〉

Euv
0 /a.u. 0.09 0.09 (0.09365) 0.09 0.09

ωuv /cm−1 56 155.00 59 703.00 (60 045.17) 52 449.00 54 372.00
FWHM/fs 50.00 50.00 (42.452) 50.00 50.00
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The parameters Euv
0,i , ωuv

i , γ uv
i , and cuv

i represent in-
tensity, frequency, width, and combining coefficient, respec-
tively, of the ith UV pulse. At present case, we keep only
one of the combining coefficient to maximize the dissocia-
tive flux, where the parameters of the UV pulse (see Table V)
are optimized by using simulated annealing technique to
pump from the ground electronic state to the excited repul-
sive surface. It appears that we need to optimize the UV pulse
parameters only when the molecule is transferred from vibra-
tionally excited |0, 1〉 level to the repulsive surface.

The process of finding the optimized pulse parameters is
a non-trivial task. An initially chosen set of parameters and
the optimized ones too are obviously be such that the cor-
responding pulse should be experimentally realizable. Opti-
mizers can be both deterministic or stochastic. Deterministic
optimizers are in general not real global optimizers, i.e., if
there is a possibility of multiple solutions to be found out, it
will always seek out the one which is nearest to the initially
chosen trial solution. On the other hand, stochastic optimiz-
ers are truly global, use concepts of random walk and Markov
chains, and are able to find out the correct global or best solu-
tion independent of the starting point. We will use a stochastic
optimization based search to generate the pulse shape, which
will be fed into the time dependent Schrödinger equation.

IV. INITIALIZATION, TIME PROPAGATION, FLUX
ANALYSIS, AND OPTIMIZATION

We solve Eq. (3) numerically on two-dimensional grid
with the initial condition (t = 0), where ψg is the vibrational
wavefunction of the ground electronic state of HOD molecule,

ψg(r1, r2, t = 0) = 〈r1, r2|χ〉 (21)

and ψe = 0. The vibrational eigenstates (|χ i〉) are ob-
tained employing two-dimensional Fourier grid Hamiltonian
method.47 The kinetic energy operator of the Hamiltonian is
effected using two-dimensional fast Fourier transform (FFT)
algorithm48 and the time propagation is performed using
the Lanczos scheme.49 A linear imaginary potential is used
asymptotically on both the modes to avoid unphysical reflec-
tion from the boundary. The functional form of the imaginary
potential is:

Vimg = Vmax

(r − rd )

(rmax − rd )
, (22)

where Vmax = 0.6 a.u., rmax = 10 a0, and rd = 7.5 a0. The
parameters are adjusted with the convergence profile of time
integrated flux in both the channels. The time integrated total
flux in the channels, H + O−D and H−O + D are given by

JH+O−D = ¯
2i

∫ rd
2

0

∫ T

0

[
1

μ1
j1

(
r1 = rd

1

)

+ cos θ

mo

j2
(
r1 = rd

1

)]
dr2dt (23)

and

JH−O+D = ¯
2i

∫ rd
1

0

∫ T

0

[
1

μ2
j2

(
r2 = rd

2

)

+ cos θ

mo

j1
(
r2 = rd

2

)]
dr1dt, (24)

where ji = (ψ∗ ∂ψ

∂ri
− ψ

∂ψ∗
∂ri

). μi and rd
i are the reduced mass,

and a grid point in the asymptotic region of the ith channel
(O–H/O–D).

In order to transfer maximum population from |0, 0〉 to
low quanta vibrational levels of the ground electronic state
and to pump from the lower state to the repulsive one for se-
lective OH/OD bond dissociation, we need to optimize the IR
pulse and if necessary, the UV pulse by using Simulated An-
nealing technique. While employing SA as stochastic tech-
nique, an objective function (also called as cost function) is
defined as: cost = (Xpop − 1)2, where Xpop (=|〈χ i|ψg(t)〉|2,
χ i is the eigenstate of Ĥg) is the population in the ith tar-
get vibrational level of the ground electronic state of the
molecule HOD after certain period of time propagation em-
ploying the attributes of the linear combination of eight
Gaussian IR pulses as an input to the dynamics code (see
Eq. (9) or (12)). In case of UV pulse optimization, the cost
function can be expressed as: cost = (Xflux − 1)2, where Xflux

(= JH+O−D/H−O+D, see Eqs. (23) and (24)) is the time inte-
grated flux in the desired O–H or O–D mode.

SA is a stochastic, global search algorithm which mimics
the process of annealing in metallurgy. SA uses a “tempera-
ture” like dimensionless quantity in the simulation procedure,
which is kept high to begin with. A high “temperature” has the
effect of inducing large thermal fluctuations, which is neces-
sary for surmounting any optimizational barrier, if the search
has led the system to be trapped in any local minimum. SA,
since its proposition as a method, back in 1983, has been used
extensively as a serious optimization tool in solving problems
of chemistry and physics.50–59

In this SA algorithm, the cost function is evaluated at
each SA step. If cost function decreases, the move is ac-
cepted right away. Whereas, if cost function increases, even
then SA algorithm does not allow the move to be rejected in-
stead forward this move to Metropolis test as briefly presented
here. If the change in the value of the cost function in two
consecutive SA steps is positive, the probability of accept-
ing the move is determined by the function F = exp(−�/T),
where � is the change in the value of the cost function in two
consecutive steps and T is “temperature” like quantity. For
� > 0, F is always between 0 and 1. A random number “rand”
between 0 and 1 is invoked for each evaluation of F. If F
> rand, the move is accepted otherwise not. It is to be men-
tioned that at high value of T, F will be close to 1 and
thus, almost all move will be accepted. At this very high
value of T, larger region of the search space will be sam-
pled. As the simulation proceeds, T is decreased according
to the annealing schedule, where lower the value of T, lower
will be the number of moves that qualify the Metropolis
test.
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V. RESULTS AND DISCUSSION

The initial and optimized values of the parameters of the
hybrid IR pulse for different target vibrational levels of the
ground electronic state are shown in Tables I–IV. The linear
combining coefficients of the initial pulses (Eq. (17)) are as-
signed with equal weightage and those coefficients undergo
changes while optimization processes, but normalization of
the coefficients is enforced to be unity. As initial choice,
the values of the other parameters (intensity, frequency, and
FWHM ) are taken as steadily increasing ones with the num-
ber of Gaussian pulses of the linear combining field attribute.
At this point, it is important to note that in principle, SA is
a global optimizer with “infinity” number of iteration for any
arbitrary choice of initial values of the parameters, but such
choices could lead the SA as practically inefficient approach
reaching to local solution within finite number of iteration.
We have explored the optimization of the hybrid pulse with
different sets of initial values of the parameters (increasing,
decreasing, or both with respect to each other), but all other
sets except the presented ones in Tables I–IV apparently reach
to the local solutions, i.e., low population in the target vibra-
tional level. We are not claiming that the initial sets of the val-
ues of the parameters given in Tables I–IV are the best ones
to reach the global solutions, but those are either close to the
global solutions or nearby of it.

When the HOD molecule is allowed to interact with a
single initial Gaussian IR pulse and the frequency of the laser
is in resonance between |0, 0〉 and target level (|1, 0〉 or |0, 1〉
or |2, 0〉 or |0, 2〉) of the ground electronic state, the molecule
does not reach substantially to the target state but to other
levels including lower/higher quanta vibrational states and
thereby, selectivity of dissociation for OH or OD bond could
not be achieved. On the contrary, when we initialize the wave-
function at |0, 0〉 and target at |1, 0〉 level of the ground elec-
tronic state, optimal population in |1, 0〉 state become ≈86%
after 90 SA steps of optimization of IR pulse as shown in
Fig. 1(a). The IR pulse has been optimized with respect to the
field attributes such as FWHM, intensity, carrier frequency,
and combining coefficients for each individual pulse. The
initial and optimized hybrid pulses are plotted together in
Fig. 1(b). Even though the initial one is a combination of eight
closely overlapping pulses, it appears as two color with asym-
metrically shaped (in time) overlapping amplitude peaked at
around 75 and 110 fs. On the other hand, the optimized one
does not remain two color but remain asymmetric shaped in
time. The Fourier transform of the initial (time dependent)
field profile shows two peaks in the energy domain, where one
of them dominates over the other but this domination mag-
nifies with the optimization of the pulse parameters (see the
inset in Fig. 1(b)) and smaller peak disappears, i.e., narrower
band in energy domain which is required for selective vibra-
tional excitation. Similarly, if the target vibrational state is ei-
ther |0, 1〉 or |2, 0〉 or |0, 2〉 of the ground electronic state,
such state accumulates the optimum population 67% or 81%
or 55% after 200 or 145 or 296 SA steps of optimization of
IR pulse. The optimal population and the corresponding IR
pulse for the target state either |0, 1〉 or |2, 0〉 or |0, 2〉 are pre-
sented in Figs. 2(a) and 2(b) or 3(a) and 3(b) or 4(a) and 4(b).
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FIG. 1. (a) Population in |1, 0〉 vs. number of simulated annealing (SA) steps
and (b) the corresponding initial and optimized hybrid pulse along with their
Fourier transform as inset.

In all cases, we start with initial IR pulse composed of eight
closely overlapping ones essentially showing two color with
asymmetrically shaped (in time) amplitude peaked at around
75 and 110 fs and such IR pulse after optimization shows a
single peak at different time. Though the Fourier transform of
the initial (time dependent) hybrid IR pulse parameters clearly
shows two peaks in energy domain, after optimization one
peak is clearly magnified with respect to other one. Even in
two cases (|1, 0〉, |2, 0〉), smaller peak is essentially vanished
(see the inset in Figs. 2(b), 3(b), and 4(b)).

The optimized hybrid field attribute for each of the tar-
get levels (|1, 0〉 or |0, 1〉 or |2, 0〉 or |0, 2〉) is fed in the
Hamiltonian and the corresponding quantum dynamics has
been performed for 500 fs, where the optimized IR pulse is
on up to 250 fs and then, the UV pulse is active for the re-
maining 250 fs. When the target state is |1, 0〉, the resulting
population distribution due to initial and optimized values of
the IR pulse parameters (see Table I) in various vibrational
state is mapped in Figs. 5(a) and 5(b), respectively. These fig-
ures depict that with the initial choice on the values of the
pulse parameters, the population is evenly spread over many
low quanta vibrational levels, namely, 76% in |0, 0〉, 17%
|1, 0〉, and the rest 7% population is spread over higher over-
tones such as |2, 0〉 and |3, 0〉, whereas the optimized val-
ues of the pulse parameters create about 86% population in
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FIG. 2. (a) and (b) same as Figs. 1(a) and 1(b) except target state is |0, 1〉.

FIG. 3. (a) and (b) same as Figs. 1(a) and 1(b) except target state is |2, 0〉.
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FIG. 4. (a) and (b) same as Figs. 1(a) and 1(b) except target state is |0, 2〉.

|1, 0〉 state and only 14% population is spread over its higher
overtones such as |2, 0〉 and |3, 0〉. When optimized IR pulse
is employed, the contour plots of the probability density are
at t = 25, 75, 175, and 225 fs as shown in Fig. 5(c). Since
the initial wavepacket for |0, 0〉 state is perfectly symmet-
ric with respect to O–H and O–D bonds and the wavepacket
for the target state |1, 0〉 is known to be preferentially lo-
calized along O–H bond with a single node, the probability
density is slightly stretched at 25 fs along the O–H bond, be-
come prominent at 75 fs, and finally turned into a wavepacket
very much close to |1, 0〉 state. Similarly, when the |0, 0〉
state wavepacket is propagated to populate the target state
|0, 1〉 or |2, 0〉 or |0, 2〉 by using the corresponding pulse con-
structed by the initial choice on the values of the parameters,
Figs. 6(a), 7(a), and 8(a) show that the population is domi-
nantly distributed over many low quanta vibrational levels in-
cluding the target state. On the contrary, with the optimized
laser pulse for the corresponding target state, namely, |0, 1〉
or |2, 0〉 or |0, 2〉, we can achieve a population on that level
about 67% or 81% or 55% as depicted in Figs. 6(b), 7(b), and
8(b) where rest of the population is distributed over lower and
higher overtones of the target state. For all the above cases
(|0, 1〉, |2, 0〉, and |0, 2〉), the probability density due to op-
timized pulse show only slight loss of symmetry either along
O–H or O–D bond at t = 25 fs, then the wavepackets spread
at 75 fs and finally, become close to the target state either
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FIG. 5. Distribution of population in the vibrational levels of ground elec-
tronic state with (a) initial and (b) optimized pulse attributes. (c) Contour of
time evolution of |0, 0〉 wavepacket fired with optimized IR laser pulse at
t = 25, 75 175, and 225 fs.

with a single or two node(s) as shown in Figs. 6(c), 7(c),
and 8(c).

When the UV laser pulse with appropriate carrier
frequency (Table V) builds up at 250 fs after the low quanta
vibrational excitation from |0, 0〉 to |1, 0〉 in the ground
electronic state with the use of initial and optimized hybrid
IR laser pulse to pump on the excited repulsive state, the
population and flux analysis are shown in Figs. 9(a) and 9(b),
respectively. Figure 9(a) displays that the ground state (GS)
population starts decreasing as soon as UV pulse sets on
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FIG. 6. (a)–(c) same as Figs. 5(a)– 5(c) except target state is |0, 1〉.

and the population in excited state (ES) rises up to around
320 fs, but then, the excited state population decreases
with a kick of flux flow through the O–H mode, i.e., with
the absorption of wavefunction at the boundary. When the
vibrational excitation is carried out with the initial choice on
the values of the hybrid IR pulse parameters, the population
is not even completely transferred to the excited state with
the onset of UV laser pulse and the corresponding flux for the
OH bond breaking grows only up to 21%. On the contrary,
if the hybrid IR pulse parameters are optimized to obtained
highly populated vibrationally excited molecule and then,
the UV pulse sets on, both the ground and excited states
population ultimately decays to zero, so that the flux on the
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FIG. 7. (a)–(c) same as Figs. 5(a)– 5(c) except target state is |2, 0〉.

OH channel increases up to 88% leading to absorption of the
wavefunction on the boundary. The population on the excited
state and its movement either on OH or OD channel (flux) can
be visualized by contour plots of the probability density in
Fig. 9(c), where the UV laser pulse pumps the vibrationally
excited molecule from the ground electronic state to the
repulsive one and the vibrational excitation in the ground
electronic state is obtained by employing the optimized IR
laser pulse. This figure shows that there is only small proba-
bility density transfer from ground to the excited state surface
at 275 fs, where with the sufficient transfer of wavefunction,
the density starts flowing in O–H channel on the excited state
at 325 fs. Similarly, when the vibrationally excited molecule
either at |0, 1〉 or |2, 0〉 or |0, 2〉 from |0, 0〉 due to the use
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FIG. 8. (a)–(c) same as Figs. 5(a)– 5(c) except target state is |0, 2〉.

of initial and optimized hybrid IR pulse is pumped by the
UV pulse having appropriate carrier frequency (Table V),
the population and flux analysis are shown in Figs. 10(a) and
10(b) or 11(a) and 11(b) or 12(a) and 12(b), respectively.
Figures 10(a), 11(a), and 12(a) depict the decay and growth
of the ground and excited state population up to 320 fs, but
as soon as the population in the excited state starts decaying,
the corresponding flux grows as shown in Figs. 10(b), 11(b),
and 12(b). The UV pulse is peaked at 350 fs with the FWHM
50 fs. As long as the pulse is active, the ground and excited
states interact with each other and thereby, a part of the
wavefunction is delayed to reach the asymptotic channels to
increase the time integrated flux. On the other hand, as soon
as the UV pulse is died off, the wavefunction moves relatively
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FIG. 9. The UV pulse is fired to pump the molecule from |1, 0〉 vibrational
level of the ground electronic state to the excited one. (a) Population vs. time
for initial and optimized IR pulse attributes, (b) Time integrated flux vs. time
for initial and optimized hybrid IR pulse, and (c) Contours of time evolution
of the wavepacket on the excited potential energy surface at t = 275, 300, 325,
and 350 fs. The GS(int) and ES(int) stand for ground and excited electronic
state population profile due to the initial choice of the IR/UV laser pulse
field parameters, where GS(opt) and ES(opt) define the same with optimized
parameters.

fast to those channels and the flux increases very sharply in
a stepwise manner. If we use the initial hybrid IR laser pulse,
the ground state population is not even fully transferred to the
excited state during the time span of the UV pulse as depicted
in Figs. 10(a), 11(a), and 12(a). On the contrary, when we
use the optimized hybrid IR laser pulse, the population is
completely transferred from the ground to the excited one due
to the UV pulse and then, the excited state population decays
after 320 fs with the growth of flux either on the OH or OD
channel. The movement of the population on the excited state
either in OH or OD channel are shown as probability density
plots in Figs. 10(c), 11(c), and 12(c), when the vibrationally
excited molecule either in |0, 1〉 or |2, 0〉 or |0, 2〉 is pumped

250 300 350 400 450 500
Time [fs]

0

0.2

0.4

0.6

0.8

1

T
im

e 
in

te
gr

at
ed

 f
lu

x 
(J

) 

0

0.2

0.4

0.6

0.8

1

Po
pu

la
tio

n

250 300 350 400 450 500
Time [fs]

0
0.2
0.4
0.6
0.8

1

T
. I

. F
lu

x 
(J

) 

250 300 350 400 450 500
Time [fs]

0
0.2
0.4
0.6
0.8

1

Po
pu

la
tio

n

(a)

(b)

GS (opt)

ES (opt)

ES (int)

GS (int)

J
opt

H+O-D

J
H-O+D

J
int

H+O-D

J
int

H-O+D

GS

ES 

J
opt

H-O+D

J
H+O-D

O−H  0r      (a  )O−H  0r      (a  )

O
−

D
 0

r 
   

  (
a 

 )

O
−

D
 0

r 
   

  (
a 

 )

 1
 2
 3
 4
 5
 6
 7
 8
 9

 10

 1  2  3  4  5  6  7  8  9  10  1
 2
 3
 4
 5
 6
 7
 8
 9

 10

 1  2  3  4  5  6  7  8  9  10

 1
 2
 3
 4
 5
 6
 7
 8
 9

 10

 1  2  3  4  5  6  7  8  9  10  1
 2
 3
 4
 5
 6
 7
 8
 9

 10

 1  2  3  4  5  6  7  8  9  10

(c)

t = 275 fs t = 300 fs

t = 325 fs t = 350 fs

FIG. 10. (a)–(c) same as Figs. 9(a)– 9(c) except the population is pumped
from |0, 1〉 state. [Inset (a) shows population profile of ground and excited
states vs time and (b) depicts time integrated flux vs. time when both IR and
UV pulse were optimized].

by the corresponding UV pulse (see Table V). Those prob-
ability densities on the excited state at 275 fs are very little
and then, grows on the same surface at 300 fs followed by
a decay at 325 fs due to absorption of the wavefunction on
the boundary. As the population in the low quanta vibrational
levels |1, 0〉 or |2, 0〉 or |0, 2〉 due to state specific optimized
hybrid IR pulse and the corresponding dissociation/flux either
along OH or OD bond on the repulsive surface by UV pulse
is so close, the optimization of the UV pulse is not required.
On the contrary, since the difference between the population
in |0, 1〉 due to the use of optimized hybrid IR pulse and its
dissociation on repulsive surface by simple UV pulse is so
much, we intend to optimize the UV pulse parameters (see
Table V), and find different population profile (see inset of
Fig. 10(a)) and higher flux (58%) than the simple UV one
(55%) (see inset of Fig. 10(b)). At this point, we wish to
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FIG. 11. (a)–(c) same as Figs. 9(a)– 9(c) except the population is pumped
from |2, 0〉 state.

mention the optimization of hybrid IR pulse for |0, 1〉 state
followed by with or without optimized UV pulse could have
produced higher flux with better initial choice on the param-
eters of the IR and UV pulses. Finally, we wish to explore
the asymptotic (t → ∞) value of time integrated flux as a
function of maximum amplitude of different IR pulses, when
the UV pulse parameters for specific state remain unchanged.
Operationally, this is performed by optimizing parameters
of the pulse (Eir

0,i , ωir
i , γ ir

i , and cir
i ) under the constrain of a

maximum value of the pulse amplitude, Sir
max . Figures 13(a)–

13(d) display the asymptotic time integrated flux [JH+O−D(t
→ ∞) /JH−O+D(t → ∞)] as a function of maximum values of
the IR pulse amplitude with and without optimizing the pulse
parameters, when the initial wavefunction is located either on
|1, 0〉 or |2, 0〉 or |0, 1〉 or |0, 2〉 state. Those figures clearly
show that the quantity, JH+O−D(t → ∞) /JH−O+D(t → ∞),
decreases as the magnitude of the maximum pulse amplitude
become less than 0.03 a.u. and thereby, the workability of the
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FIG. 12. (a)–(c) same as Figs. 9(a)– 9(c) except the population is pumped
from |0, 2〉 state.
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optimized parameters for the pulses decreases significantly.
At this point, we wish to mention the peak intensities for the
corresponding maximum pulse amplitudes are taken from
12 to 94 TW/cm2 in our calculations, where such intensities
are not really far away from several experimental20, 23 and
theoretical27, 29, 34 studies on such systems.

VI. CONCLUDING REMARKS

When the quantum dynamics for selective bond dissoci-
ation of a triatomic molecule in presence of IR and UV laser
field is interfaced with a stochastic optimizer, namely, simu-
lated annealing, it is possible to obtain maximum population
in a desired low quanta vibrational level through the optimiza-
tion of various parameters of the hybrid IR pulse and then,
quite high flux for the dissociation of a desired bond using
simple/optimized UV pulse field. In order to demonstrate the
workability of such a compound scheme (dynamics + opti-
mization), we consider the HOD molecule as model system,
choose |0, 0〉 vibrational state as the initial one and selectively
populate either |1, 0〉 or |0, 1〉 or |2, 0〉 or |0, 2〉 of the ground
electronic state to pump on the repulsive one by the UV field
for desired bond dissociation either on OH or OD mode. We
have performed quantum dynamics for 500 fs, where the op-
timization of the IR pulse is carried out for 250 fs before we
apply the UV pulse for the maximum dissociation of a specific
bond. This scheme has been done repeatedly until the maxi-
mum population in the target vibrational state either at |1, 0〉
or |0, 1〉 or |2, 0〉 or |0, 2〉 saturates to 86% or 67% or 81%
or 55%, respectively. Finally, the molecule is pumped by UV
pulse to the repulsive excited state, which leads to preferential
breaking of O–H or O–D bond according to prior excitation in
respective mode. Selective breaking of O–H appears as 88%
from |1, 0〉 and 85% from |2, 0〉, where the preferential break-
ing of O–D is marked about 58% from |0, 1〉 and 59% from
|0, 2〉.

We compare the results between with and without opti-
mized hybrid IR laser pulse and found widely different pop-
ulations at specific target vibrational level. On the contrary,
when the optimized hybrid IR pulse is used to populate a spe-
cific target state and then, the UV pulse is allowed to interact
for dissociation, the difference between the population at that
vibrational level of the ground electronic state and the cor-
responding flux/dissociation through the repulsive surface is
very small. If there is a difference between them like O–D
dissociation through |0, 1〉 state, the optimization of the UV
pulse has been done to reduce such problem. In this specific
case, the difference arises probably due to the initial choice on
the values of the hybrid IR parameters that leads to local so-
lution by SA technique instead of reaching to the global one.

These results are quite encouraging for this lower level
stochastic optimizer (SA). To get more population in the de-
sired vibrational level, we would like to use higher level multi-
temperature variant of SA and genetic algorithm (GA). On the
other hand, this type of soft computing for the optimization of
pulse could be interfaced in an experimental setup, where the
IR or even UV laser pulse shape may be modulated through
stochastic algorithm.
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APPENDIX: CONTINUITY EQUATION AND RELATION
OF FLUX WITH PROBABILITY DENSITY FOR HOD
MOLECULE

The probability density (ρ) is given by

ρ = ψ∗ψ
(A1)

∂ρ

∂t
= ψ∗ ∂ψ

∂t
+ ψ

∂ψ∗

∂t
.

Considering the Hamiltonian of the HOD molecule and em-
ploying the time dependent Schrödinger equation, Eq. (A1)
can be written as

ψ∗ ∂ψ

∂t
= 1

i¯
ψ∗Hψ

= 1

i¯
ψ∗

[
p̂2

1

2μ1
+ p̂2

2

2μ2
+ p̂1p̂2

mo

cos θ + V (r1, r2)

]
ψ

= −1

i

[(
¯

2μ1

)
ψ∗ ∂2ψ

∂r1
2 +

(
¯

2μ2

)
ψ∗ ∂2ψ

∂r2
2 +

(
¯

mo

)

× cos θψ∗ ∂2ψ

∂r1∂r2
+ V

¯
ψ∗ψ

]
. (A2)

Similarly,

ψ
∂ψ∗

∂t
= 1

i

[(
¯

2μ1

)
ψ

∂2ψ∗

∂r1
2 +

(
¯

2μ2

)
ψ

∂2ψ∗

∂r2
2 +

(
¯

mo

)

× cos θψ
∂2ψ∗

∂r1∂r2
− V

¯
ψψ∗

]
. (A3)

On substituting Eqs. (A2) and (A3), Eq. (A1) becomes:

∂ρ

∂t
= ¯

2iμ1

[
ψ

∂2ψ∗

∂r1
2 − ψ∗ ∂2ψ

∂r1
2

]

+ ¯

2iμ2

[
ψ

∂2ψ∗

∂r2
2 − ψ∗ ∂2ψ

∂r2
2

]

+ ¯ cos θ

imo

[
ψ

∂2ψ∗

∂r1∂r2
− ψ∗ ∂2ψ

∂r1∂r2

]

= − ¯

2iμ1

[
∂

∂r1
j1

]
− ¯

2iμ2

[
∂

∂r2
j2

]

− ¯ cos θ

2imo

[
∂

∂r1
j2 + ∂

∂r2
j1

]
, (A4)
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where j1 = (ψ∗ ∂ψ

∂r1
− ψ

∂ψ∗
∂r1

) and j2 = (ψ∗ ∂ψ

∂r2
− ψ

∂ψ∗
∂r2

).
Therefore, the continuity equation [Eq. (A4)] may now be
written as

∂ρ

∂t
= − ∂

∂r1

[
¯

2iμ1
j1 + ¯ cos θ

2imo

j2

]

− ∂

∂r2

[
¯

2iμ2
j2 + ¯ cos θ

2imo

j1

]
. (A5)

Hence, the flux expressions for O–H and O–D dissociation
have additional terms (cross terms) due to the momentum
coupling.

Integrating Eq. (A5) with the volume element, dr1dr2dt
and the limits (r1 = 0 − rd

1 , r2 = 0 − rd
2 , and t = 0 − T) and

assuming flux is zero at r = 0, we get,∫ rd
1

0

∫ rd
2

0

∫ T

0

∂ρ

∂t
dr1dr2dt

= −
∫ rd

1

0

∫ rd
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¯
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j1 + ¯ cos θ

2imo

j2

)

+ ∂

∂r2

(
¯

2iμ2
j2 + ¯ cos θ

2imo

j1

)]
dr1dr2dt

⇒
∫ rd

1

0
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2

0

(
ρ(0) − ρ(T )

)
dr1dr2

=
[ ∫ rd

2

0

∫ T

0

{(
¯

2iμ1
j1

(
r1 = rd

1

)

+ ¯ cos θ

2imo

j2
(
r1 = rd

1

))}
dr2dt

+
∫ rd

1

0

∫ T

0

{(
¯

2iμ2
j2

(
r2 = rd

2

)

+ ¯ cos θ

2imo

j1
(
r2 = rd

2

))}
dr1dt

]

⇒
∫ rd

1

0

∫ rd
2

0

(
ρ(0) − ρ(T )

)
dr1dr2

= JH+O−D + JH−O+D, (A6)

where,

JH+O−D = ¯
2i

∫ rd
2

0

∫ T

0

[
1

μ1
j1

(
r1 = rd

1

)

+ cos θ

mo

j2
(
r1 = rd

1
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dr2dt (A7)

and

JH−O+D = ¯
2i

∫ rd
1

0

∫ T

0

[
1

μ2
j2

(
r2 = rd

2

)

+ cos θ

mo

j1
(
r2 = rd

2

)]
dr1dt. (A8)

Thus Eqs. (A7) and (A8) show that we need to perform time
integration for calculating the flux as a function of time and
the integration over the other mode(s) for evaluating the flux
for a particular mode.
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Abstract: We present a strategy for enhancing the dissociation probability of a diatomic molecule, namely LiH, by

designing optimal laser pulse. Dissociation dynamics is followed by solving time-dependent Schrödinger equation using

time-dependent Fourier Grid Hamiltonian technique with optimal laser pulse function, generated by using the stochastic

optimization technique of simulated annealing. We show that as we increase number of variable parameters while

designing the optimal time dependent perturbation, higher dissociation is obtained. The step-wise increase in dissociation

probability with the increase in complexity of designed pulse is clearly shown.
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1. Introduction

The study of quantum dynamics in atomic and molecular

systems under influence of ultrashort laser light has been a

popular field of research in the last two decades [1–11].

During the last few years, these studies have gradually

shifted their attention from the observation of system

dynamics to their control and manipulation. In this regard,

optimal control theory (OCT) provides a systematic tool to

design fields for manipulation of molecular motion. A

general aim is to steer the intramolecular dynamics to

desired physical objectives, e.g., selective bond breaking

through infrared excitation, control of curve-crossing

reactions, selective rotational excitation as well as state

selective vibrational excitation [12–36]. Several authors [5,

6] have controlled the duration of propagation of a wave-

packet on an excited-state electronic potential energy sur-

face to manipulate selective influence of product forma-

tion. Amstrup et al. [7] have treated effects of pulse

shaping for Tannor-Rice scheme and applied to simple

diatomic molecules. They have modulated the product

yield in the photo-dissociation of a diatomic molecule by

controlling the delay between pump and dump pulses.

Jakubetz et al. and Manz et al. [23, 24] have proposed an

approach to control the population dynamics with ultra-

short infrared pulses and applied it to a two-dimensional

model of the HOD (deuterated hydrogen) stretching

vibrations in the electronic ground state. They have con-

trolled the molecular dynamics with properly chosen

optimal laser fields.

Controlling a chemical event with properly designed

external radiation is thus a challenging and much sought

after area of work in contemporary chemical physics.

Strategies adopted by workers have been varied [5–7, 12–

31], but with the ultimate goal of achieving specificity and

selectivity in controlling a chemical event. Even if a simple

analytical pulse shape function is used, the objective of

achieving high target excitations in higher vibrational

levels can be achieved to some extent by using chirped

pulses [14, 15], in which the variation in external frequency

is incorporated in such a way that excitation in a bunch of

anharmonic levels with gradually decreasing vibrational

energy gap is properly achieved. Attempts have also been

made to use multiphoton excitations with continuous wave

lasers to achieve higher target excitation [12]. There has

been substantive work on the construction of a Lagrangian

based objective functional containing the principle term

which maximizes the population of the target excited

states, along with the constraints as regard to the amount of

pulse energy transferred as well as a proper check on the

fact that the Schrödinger equation should be obeyed at

every point in time [37]. Several works [18–20, 23, 24]*Corresponding author, E-mail: pinakc@rediffmail.com
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deserve special attention in this regard with applications to

study state selective vibrational excitation in simple

anharmonic diatomic potentials, triatomic systems and

rather complicated systems like adenine or adenine-thy-

mine base pairs [28]. The strategy, one can use in designing

an optimum time-dependent perturbation can be many-

fold. Lagrangian based method [37], involving proper

constraints is one and is widely used. An alternative

strategy can focus on other parameters of time-dependent

perturbation leaving the pulse shape as it is. An optimal

perturbation, written down as a combination of terms

having different optimal non-resonant frequencies, inten-

sities as well as phase angles can be an alternative approach

[12]. The idea would be then to use some kind of optimi-

zation scheme to find out the optimal values for the fre-

quencies, intensities and phase angles. The obvious check

that one must keep while varying values of these parame-

ters is to keep the evaluated magnitudes of the intensities

within acceptable and permitted subthreshold limits.

With these aforementioned literature in mind we have

focused our attention to solving time dependent Schrö-

dinger Equation (TDSE) in a diatomic Morse oscillator.

Among several methods available in the literature in

solving TDSEs we have used time dependent Fourier Grid

Hamiltonian (TDFGH) method. Time-dependent part of

the Fourier Grid Hamiltonian method has been proposed

by Adhikari et al. [38, 39], whereas time independent part

has been formerly proposed by Marston and Balint Kutti

[40]. This is a special case of the so called discrete variable

representation (DVR) method. Recently Ghosh et al. [12]

and Guha et al. [13] have used this method of solving SE

followed by coupling with some stochastic optimization

techniques to explore the dependence of photo-dissociation

rate on frequencies of the applied polychromatic field. The

solution of SE is then allowed to interact with an external

radiation field. Photo-dissociation takes place when the

energy eigen-states reached by the photo absorption are in

the continuum. The laser pulse shape function and time

width of the pulse, which determines time of interaction of

the external field with the molecule, are two important

parameters of the radiation field in governing the dynamics

of the system. In addition to the shape and time width two

other important parameters are the intensity and the fre-

quency of the external radiation. In order to achieve

maximum dissociation probability we have stochastically

optimized the polychromatic pulse. The stochastic opti-

mization technique we have used here is Simulated

Annealing (SA) [41, 42]. The inspiration for the method

lies in the experimental observations on crystal formation

from a melt. At temperatures above the melting point, the

species that constitute the system in the melt are free to

move but as the temperature is reduced, they tend to

crystallize into a solid. If the cooling is too rapid then

crystals with defects are formed i.e. with metastable

locally optimal structures. Such defects cost energy. With

the enormous number of possible configurations with

defects, the energy landscape of the cooled solid becomes

very complicated with numerous local minima. A slow

gradual decrease in temperature, instead of cooling rapidly,

stands for a better chance of forming a perfect crystal

which can be termed the global minimum energy config-

uration of the system and to free the system of any residual

defects the idea of annealing, i.e. repeating the previous

process after raising the temperature of the system to a

high value again leads to the formation of a single crystal

free from all defects.This natural technique of driving a

thermodynamic system to the global minimum may be

grafted into an optimization algorithm which then works

on a simulated thermodynamic system. Although, tem-

perature of a physical system has no relevance to the

system to be optimized, one can introduce an effective

temperature to transcribe the system into a simulated

thermodynamic one and then search for the global mini-

mum energy configuration of the system. SA has been

effectively used in quantum mechanical calculations,

especially in the optimization of parameters of wave

functions [43]. SA has also been applied for solving SE for

various potentials using Discretized Generator Coordinate

method [44], with the use of unoptimized as well as

optimized basis to generate the effective Hamiltonians [45,

46]. SA has also being used as an efficient optimization

tool in several physical problems e.g. searching global

geometry of atomic and molecular clusters [47], tracing

out the so called Minimum Energy Path (MEP) [48] for

cluster transformations on going from one stable geometry

to another through a transition state (TS), in basis set

optimization [43, 49] and finding optimum wave functions,

in biological problems like DNA breathing dynamics [50]

etc.

2. Methodology

2.1. The TDFGH formulation

The TDFGH method is quite easy and natural way for

solving time dependent problems in quantum mechanics.

The following section describes salient features in the

method. Main aim is to solve TDSE for a given pulsed

morse oscillator. TDSE can be written in the form

i�h
ow
ot
¼ Hw ð1Þ

where

S Sen et al.



H ¼ p2

2m
þ V0ðxÞ þ V 0ðx; tÞ ð2Þ

In Eq. (2), V(x) is the morse potential and V0(x, t) contains

time dependent interaction of the pulse with the molecule.

V 0ðx; tÞ ¼ x�ðtÞ sinðxtÞ ¼ xsðt; tpÞ�0 sinðxtÞ ð3Þ

where sðt; tpÞ ¼ sin2ðpt
tp
Þ with tp signifying single pulse

width. Since at t = 0, the pulse shape function s(t,tp) = 0,

the system can be described by unperturbed Hamiltonian

(H0) at t = 0.

It is possible to invoke Fourier Grid Hamiltonian

method for calculating the eigen functions and eigen values

of H0;

H0j/0
i ðxÞi ¼ �0

i j/
0
i ðxÞi; i ¼ 1:2; � � � ;N ð4Þ

where N is number of grid points used for presenting j/0
i i :

j/0
i i ¼

XN

i

jxiiDxw0
i ð5Þ

In Eq. (5), wi
0 is values of coordinate representative of state

function j/0
i i on the corresponding grid points. Standard

variational techniques are used for obtaining wi
0s. In

TDFGH method, we represent jwðx; tÞi on a uniform

discretized grid with time dependent grid point amplitudes

as follows:

jwðx; tÞi ¼
Xn

i

jxiiDxwiðtÞ ð6Þ

with the orthogonality condition on the grid specified as

hxijxji ¼ dðxi � xjÞ ð7Þ

Application of Dirac Frenkle variational theorem then

leads to evolution equation of the grid point amplitudes

wi(t) as follows:

_wj ¼
1

�h

X

i

½hxjjH0jxii þ hxjjV 0ðx; tÞjxii�wiðtÞ ð8Þ

These set of N coupled differential equations can be

numerically computed once values of wj (t = 0) are

provided. The matrix element of H0 and V0 on the right

hand side can be evaluated by invoking FGH

representation

hxijH0jxji ¼
1

Dx

Xn

l¼�n

exp ð2pilði�jÞÞ
n

N

 !
Tl þ VðxiÞdðxi � xjÞ;

ð9Þ

where Tl ¼ �h2

2m ðlDkÞ2;Dk ¼ 2p
nDx ; 2n ¼ N.

Next we project w(x, t) on the eigen states of H0 to

generate time dependent overlap amplitudes that describe

the dynamics of time evolution of the system in terms of

the eigen-states of H0. Assuming that the system was ini-

tially in the ith eigenstate of H at t = 0, the probability of

finding the perturbed system in the ith state at a time t after

perturbation is switched on and w is allowed to evolve, is

given by

SiðtÞ ¼ jh/0
i jwðx; tÞij

2; i ¼ 1; 2; � � �N ð10Þ

The dissociation probability at time t with nb number of

bound states is given by

PdðtÞ ¼ 1�
Xnb

i¼0

SiðtÞ ð11Þ

2.2. SA method used for optimization

Our intention here is to cast our problem as one of opti-

mization, such that we can solve it with the help of our

stochastic global optimizer, in this case, SA method. One

could well have used standard deterministic methods

Newton Raphson and others, but attainment of the best

possible (global) solution can only be unequivocally

guaranteed by using a stochastic one. SA is one of the

many stochastic search methods in common use. It is

simple, easy to understand intuitively but at the same time

a very potent technique. A schematic representation of the

algorithm is shown in Fig. 1.

The main objective in our study is to increase the dis-

sociation probability of LiH molecule, described by Morse

potential. For any optimization technique to function, one

must design a proper objective functional or sometimes

referred to as the cost functional. Extremization (max-

imization/minimization) of this functional by properly

tuning the parameter set (variables on which magnitude of

the cost functional depends) is the ultimate goal of the

search. For this problem, the cost functional is defined as

F ¼ 1� PdðtÞ ð12Þ

where Pd(t) is the dissociation probability at time ‘t’.

Though in this case our target is to achieve maximum

dissociation, we can also control the extent of dissociation

by manipulating cost function. As an example if the target

dissociation is x% then Eq. (12) can be rewritten as

F ¼ x

100
� PdðtÞ

���
��� ð13Þ

SA or its variants use Monte Carlo random walks to

simulate the process of metallurgical annealing. The

sampling of the search space at a given temperature ‘T’

is done by using metropolis algorithm.

We now describe, how the process of SA is used and

implemented in the problem being used. For doing a pulse
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optimization, time dependent perturbation can be written

down in terms of a set of parameters xi, where the

parameters for a given study can be six frequencies (xi), six

pulse widths (tp
i ), six intensity terms ð�i

0Þ and six associated

coefficients (ci). The details of such a perturbation is given

in the next section.

So an algorithmic progression for solving the problem is

as follows:

(i) Start from an initial guess state xi
st and calculate the

values of the corresponding cost Fst.

(ii) Select randomly a given parameter xj from the set and

change it or perturb it by a random amount x0j ¼
xj � D (D is randomly generated).

(iii) Using new set of parameters (of which one has been

changed from xj to xj
0) calculate the new cost F0.

(iv) If F0\ F, then accept the new set as a better set as it

has caused as improvement in optimization or the

cost has decreased in magnitude.

(v) If F0[ F, do not discard the move straight away, but

subject to metropolis test. In a SA simulation a

simulation temperature Tat is assigned, which is large

to begin with. With this Tat calculate a sampling

probability term P ¼ expð�DF
Tat
Þ, where DF ¼ F0 � F.

So ‘P’ has a value between zero and one. Now call a

random number (r) between 0 and 1. If P [ r, then

accept the move, even though cost has gone up. The

finite chance that some moves where the cost function

has increased in values needs to be accepted if

optimization process has to be a truly stochastic one.

If the simulation is trapped in a locally attractive basin,

the system has to initially climb-up hill, surmount the

barrier and proceed towards the global solution. When

Tat is large, P is close to 1 and most moves pass the

metropolis test. So the simulation temperature Tat

controls magnitude of thermal fluctuation and helps in

crossing barriers if trapped locally.

(vi) Now to begin the next iteration step, start from the best

solution so far, decrease Tat by a pre-assigned factor

(known as annealing schedule) and continue steps (i)-

(iv) till a minimum value of cost function is found. In

subsequent steps Tat is decreased because once the

optimizer finds the correct route towards the global

solution, the importance of thermal fluctuation dimin-

ishes. At the later stage of search, a smooth down-hill

passage in which cost function gradually decreases is

enough to find the correct solution. Optimized set of

parameters {x}i
opt corresponding to the minimum cost

function value gives us the solution.

Fig. 1 Flowchart of simulated annealing technique
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Fig. 2 Dissociation probability using 48 fs single laser pulse
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3. Results and discussion

We have designed a time dependent laser pulse which results

increased dissociation of a diatomic Morse oscillator, in our

case the LiH molecule. We have examined effect of designed

perturbation at various levels of complexity with regard to

number of parameters. The parameters for Morse potetial

used are D0 = 0.9244 a.u, a = 0.7121 a.u, m = 1604.87 a.u

and xeq = 3.075 a.u. The form of potential being

VðxÞ ¼ D0f1� exp½�aðx� xeqÞ�2g ð14Þ

We have solved TDSE where the grid length used is 20 a.u

and number of points used to describe the system on the

Table 1 Optimized frequencies and intensities (12 parameters) in

order to achieve maximum dissociation

�i
0s (a.u) xis (a.u)

6.68178 9 10-2 7.9999404 9 10-3

6.52750 9 10-2 7.9999914 9 10-3

6.78191 9 10-2 7.9999784 9 10-3

6.754299 9 10-2 7.9999988 9 10-3

6.218782 9 10-2 7.9999922 9 10-3

6.743699 9 10-2 7.9999870 9 10-3

Fig. 3 (a) Cost function profile

obtained from SA optimizing

intensities (�0) and frequencies

(x), (b) Dissociation probability

obtained from TDFGH method

using optimized frequencies (x)

and intensities (�0),

(c) Evolution profile for

intensities, (d) Evolution profile

for frequencies, (e) Optimized

pulse shape in comparison with

initial pulse

Table 2 Optimised pulse shape (12 parameters) in order to achieve

maximum dissociation

cis �
ffiffiffi
6
p

tp
i s (fs)

0.99951184 63.1812

1.0001756 63.1881

0.9999823 63.2119

1.0002528 63.2532

0.9997136 63.2642

1.0003610 63.1041
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grid is 131. The form of the FGH formulation which has

been used for the present work demands the use of odd

number of points.

Time evolution of the system has been studied at four

different levels of the form of perturbation generated by

interaction of the system with the external radiation. First,

we have used a very simple form of the perturbation

Vðx; tÞ ¼ x�0sinðxtÞsin2ðpt=tpÞ ð15Þ

Magnitude of the parameters being e0 = 0.05 (a.u),

x = 0.0073 (a.u) and the pulse width tp = 48 fs. This

monoharmonic, single pulse width pulse is not very

effective in dissociating the molecule to a substantial

extent, with the final dissociation probability obtained

being 3.9 %. Fig. 2 depicts evolution of the dissociation

probability with time, till the end of the pulsed

perturbation.

As the next step towards designing an improved per-

turbation we design it as a combination of six frequencies

(xi) and six intensities (�0
i). The usual pulse shape is also a

part of perturbation. The form of perturbation now being

Vðx; tÞ ¼
X

i

x�i
0sinðxitÞsin2ðpt=tpÞ ð16Þ

Using this form of perturbation we use SA to optimally find

out magnitude of the six xi s and �i
0 s. The width of the

pulse (tp) is being kept at 48fs. Values of the optimal xi s

and �i
0 s are given in Table 1. The decrease of cost function

(objective function) during optimization process is shown

in Fig. 3(a) and evolution of the dissociation probability till

attainment of a steady value using optimized perturbation

is presented in Fig. 3(b). The steady dissociation reached

using this procedure is much larger with the value being

54.28 %. A probable reason for this increase in dissociation

probability as compared to the earlier case is that our

global optimizer finds out right frequencies which aids the

vibrational dissociation process. The parameter evolution

profiles of �i
0 s and xis obtained during optimization are

presented in Fig. 3(c) and 3(d). Figure 3(e) represents the

variation in optimal pulse shape with respect to the initial

one.

We have used SA to design a pulse, which can aid

dissociation process. Here the frequencies and the inten-

sities are kept the same and are not allowed to vary. The

perturbation is designed by combining six different sine

squared pulses with varying pulse widths tp
i . The form of

perturbation used is thus

Vðx; tÞ ¼
X

i

x�0sinðxtÞcisin2ðpt=ti
pÞ ð17Þ

The cis are coefficient parameters attached to each indi-

vidual pulse shape. This gives the extent of contribution of

each individual pulse shape towards dynamics. SA is used

to find optimal values of six cis and six tp
i s for which a

steady dissociation probability is found. The optimized

values of these parameters are shown in Table 2.

Fig. 4(a) shows evolution of the dissociation probability

with time, till a steady final dissociation value is found. The

final dissociation reached is quite impressive with value

being 56.24 %. Corresponding initial and final pulse shapes

are shown in Fig. 4(b). This shows that an effective pulse

shape generated by SA can influence the dissociation

dynamics to a great extent. At this point we can safely

come to the conclusion that varying the pulse widths has a

better effect on the dynamics as compared to variations in

Fig. 4 (a) Dissociation

probability obtained from

TDFGH method using

optimised pulseshape (Using 12

parameters), (b) Optimised

pulse shape in comparison with

initial pulse

Table 3 Optimised parameters (24 parameters) in order to achieve

maximum dissociation

�i
0s (a.u) xis (a.u) cis �

ffiffiffi
6
p

tp
i s (fs)

0.057776 7.9243 9 10-3 0.963847 62.5692

0.060283 7.8213 9 10-3 0.965654 63.8639

0.061636 7.8556 9 10-3 1.015017 64.6005

0.058662 7.8366 9 10-3 1.013498 62.81693

0.0631051 7.8801 9 10-3 1.051416 64.8628

0.059481 7.8105 9 10-3 0.9877151 63.6915
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frequencies and intensities. Even the intensities are kept

small (0.05 a.u), we obtain better dissociation by varying

the pulse widths.

Having individually seen effects of varying the inten-

sities and frequencies in one attempt and using an hybrid

pulse shape, we examine if a time dependent perturbation

involving the designing of 24 parameters, six cis, tp
i s, xis

and �i
0s lead to even greater dissociation or not. The form of

perturbation used is thus

Vðx; tÞ ¼
X

i

x�i
0sinðxitÞcisin2ðpt=ti

pÞ ð18Þ

SA is involved to find optimal values of the 24 param-

eters, which are shown in Table 3. Figure 5(a) shows

evolution profile for the dissociation probability using the

optimized parameters. Here we achieved a final steady

dissociation of 90.68 %. Figure 5(b) shows the effective

pulse shape found out by SA and how it differs from

initial pulse.

4. Conclusions

We thus come to the conclusion that the best dissociation is

achieved if the variables in the perturbing term are kept as

large as possible and optimal values of those are found by

some technique, which is SA in our attempt. The final

dissociation probabilities obtained by the four different

forms of perturbation are shown in Table 4.
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1. Introduction

Tunneling is a pure quantum mechanical phenomenon which
pervades all areas of chemistry and physics. Tunneling, by defini-
tion is the process which involves underbarrier transition or over-
barrier reflection. Signature of tunneling is often recognized in rate
constant data, where tunneling plays a crucial role in establishing
the mechanism of a reaction [1–5]. Study of electron tunneling in
condensed matter physics has led to the discovery of Josephson ef-
fect [6,7]. Symmetric double well potential has been used to model
many physical and chemical systems and to study the effect of tun-
neling in the processes of interest. In molecular phenomena, dou-
ble well potential functions as level splitting of tunneling.
Resonant tunneling through symmetric double well has been
investigated by several authors[8–10]. There are many well known
systems like inversion of ammonia, proton transfer in tropolone
which involve symmetric double well potentials [11,12]. Coherent
control of tunneling dynamics by time dependent fields has been a
well studied area of modern research [13–15]. Periodically driven
double wells are also very important in contemporary research
[16,17], where the destruction of classical stochasticity is sup-
pressed due to quantum interface. Chaos assisted tunneling (CAT)
is also a subject of intense scientific interest [18] and has been
experimentally established in cold Cs atoms [19].

It has been experimentally realized that quantum tunneling can
be controlled by external perturbations based on optimal control
theory. Control of tunneling rate in a symmetric double well
system has been a subject of research during recent years. Gross-
man et al. [20,21] showed that for a specific monochromatic driv-
ing, tunneling can be completely suppressed and a particle will be
localized in any one well of the bistable potential. This phenome-
non was termed as coherent destruction of tunneling (CDT). It
was reported that for some specific ratio of the field strength and
frequency of the monochromatic driving, the two lowest quasi en-
ergy states of the system have exact crossing among themselves
which lead to CDT. Also bichromatic fields with frequency ratio
(1:2) has been used for coherent control of tunneling[22]. Bavli
and Metiue [23] showed that CDT can also be achieved by applying
a semi-infinite monochromatic driving. In a recent publication Kar
et al. [24] showed that tunneling rate can be controlled by regulat-
ing the frequency ratio and spatial nature of the field. Coherent
control of single particle tunneling in a strongly driven system
was directly experimentally observed by Kierig et al. [15]. Nonlin-
ear dynamics of a Bose–Einstein condensate also shows similar ef-
fects. Analytical and numerical result supports those experimental
realizations. Lin and Ballentine reported that the tunneling rate is
increased due to periodic modulation associated with chaos [25].
Researches have been carried out to compare between coherent
destruction of tunneling and dynamical localization [26]. Lu et al.
[16] showed that the phase lag between the two components of
a bichromatic field also plays a crucial role in controlling tunneling
rate. They have also shown that CDT occurs only for symmetric
intense driving and the ratio of intensity and frequency ( �x) plays
a significant role for monochromatic and symmetric two-
frequency field. Their observation includes significant increase in
tunneling rate for asymmetric driving. Our study mainly includes
very low intensity, low frequency driving including both dipole

http://crossmark.crossref.org/dialog/?doi=10.1016/j.chemphys.2013.07.021&domain=pdf
http://dx.doi.org/10.1016/j.chemphys.2013.07.021
mailto:subhasree81@gmail.com
http://dx.doi.org/10.1016/j.chemphys.2013.07.021
http://www.sciencedirect.com/science/journal/03010104
http://www.elsevier.com/locate/chemphys
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interaction and quadruple interaction. Suppression of tunneling
can be related to classical chaos and this connection was demon-
strated by many authors [14–16,24,27–29]. In general, quantum
localization is thought to be associated with the termination of
classical diffusion. ‘‘Quantum localization’’ is a result of suppres-
sion of diffusion in the quantum region and the study of the mech-
anism of dynamics localization is a field of intense scientific
motivation. The connection between quantum mechanical tunnel-
ing and classical chaos and their correspondence are of vital impor-
tance in this regard.

In this paper we have focused on the designing of a polychro-
matic field which causes CDT by driving the quasi-energy of the
two lowest Floquet states to have an exact crossing. Now, exact
crossing of two Floquet states leads to lowering of the tunneling
rate even to such an extent that CDT may be achieved. Indeed, the
exact crossing of Floquet states do not guarantee CDT, it gives an
indication about CDT which has been further confirmed by our
quantum dynamical calculations with the optimized data-sets.
Both the field strength and the frequency of the periodic field
are kept very low so that CDT can not be obtained by application
of a simple monochromatic or bichromatic field. Again, with such
a low frequency field (� 10�5 atomic unit) it is not possible to
have transition to the upper excited states. In this communication
we have shown that a polychromatic field with six components
can lead to CDT only when the field strengths and ratio of the fre-
quencies of the components are suitably optimized. We have used
Floquet analysis for a general polychromatic field. We have also
presented the hxðtÞi profiles against time to further illustrate
the localization of the particle in one of the wells. This dynamics
was carried out by applying TDFGH method. According to Kar
et al. CDT results in case of spatial symmetry breaking perturba-
tion only. In this paper we have shown that even a spatially sym-
metric interaction term, Vint driving, can bring in CDT if it is
optimized with a suitable optimization scheme. Both for spatially
symmetric and anti-symmetric Vint , we have designed a suitable
polychromatic pulse which localizes the particle in any one of
the wells irrespective of overall frequency, strength and the spa-
tial nature of the field. Thus, by only controlling the frequency ra-
tio between the components and the their strengths one can
achieve localization of the wave function in any one of the wells
for external perturbation even for a very low intensity and very
low frequency external field.
2. The method

2.1. Floquet theory

We start with a one dimensional bistable potential

VðxÞ ¼ Ax4 � Bx2 ð1Þ

With this potential, the unperturbed Hamiltonian is represented by
H0ðxÞ ¼ TðxÞ þ VðxÞ; TðxÞ and VðxÞ being the kinetic energy and po-
tential energy contribution to the Hamiltonian respectively. This
symmetric double well system is now perturbed with a polychro-
matic field. The time dependent Hamiltonian Hðx; tÞ is expressed as

Hðx; tÞ ¼ H0ðxÞ þ Vint ð2Þ

where

Vint ¼ jejxRp
i¼1eicosxit ð3Þ

for dipole interaction and

Vint ¼ jejx2Rp
i¼1eicosxit ð4Þ

for quadruple interaction, where ei are the intensities.
The first one does not have any spatial symmetry, so we call it
spatial symmetry breaking perturbation through out the text. Sim-
ilarly the second one is called as spatial symmetry preserving
perturbation.

From the time evolution profile of the Hamiltonian, we obtain
the overall fundamental frequency x for the superharmonics and
express all the individual component frequencies as xi ¼ nix,
where all the ni’s are integers. Clearly, the Hamiltonian has the
property

HðtÞ ¼ H t þ 2p
x

� �
ð5Þ

Since the Hamiltonian is periodic in time, we can apply Floquet the-
ory [30], the success of which lies in the fact that it replaces the
semiclassical time-dependent Hamiltonian with a time-indepen-
dent infinite matrix. The formalism is developed as a mathematical
equivalent to the semiclassical treatment, and interpreted as a clas-
sical approximation to the quantum treatment of the field. Applying
Floquet theory we obtain an hermitian matrix HF , the elements of
which are defined as

hanjHF jbmi ¼ Hðx; tÞn�m
ab þ nxdabdnm ð6Þ

where a and b represents the eigen states of the time periodic Ham-
iltonian and m; n represents the order of the Fourier components of
the Hamiltonian. x is the frequency of the overall time periodic
Hamiltonian. We resolve x into multiple frequencies i.e. xi with
the constraint xi ¼ nix, where all ni’ s are integers. Substituting this
into Eq. (6) we obtain

Hðx; tÞ ¼ H0 þ
Xp

i¼1

xjejei cos nixt ð7Þ

for spatially asymmetric perturbation and

Hðx; tÞ ¼ H0 þ
Xp

i¼1

x2jejei cos nixt ð8Þ

for spatially symmetric perturbation
Our endeavor in this paper is to optimize the time periodic

external polychromatic field to achieve CDT. In other sense our
optimization technique will search the entire parameter region of
frequencies and field strengths such that the effective polychro-
matic field brings about CDT and the subsequent localisation in
quantum phase space dynamics subject to the constraint that the
overall strength of the field is of the order of 10�4 atomic unit for
spatially symmetry breaking perturbation and 10�3 atomic unit
for spatially symmetry preserving perturbation. Also the frequen-
cies of the individual components are restricted to have values in
the order of 10�6 atomic unit. The details of the optimization tech-
nique is discussed in the next section.

Thus the time dependent problem is transformed into a time
independent one. Diagonal elements of this Floquet Hamiltonian
HFl can be expressed as

hanjHFljani ¼ Ea þ nx ð9Þ

Ea being the eigenvalue of the unperturbed Hamiltonian H0 at t = 0,

H0/
0
a ¼ Ea/

0
a ð10Þ

Off diagonal elements of the Floquet Hamiltonian HFl

hanjHFljbmi ¼ h/0
ajxj/

0
bijej

X

i

eiC
ni
nm ð11Þ

or

hanjHFljbmi ¼ h/0
ajx2j/0

bijej
X

i

aiC
ni
nm ð12Þ
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depending on the nature of the spatial character of the interaction,
where Cni

nm ¼ 0 if jm� nj– ni and Cni
nm ¼ 1 if jm� nj ¼ ni Diagonaliz-

ing this Floquet Hamiltonian, we obtain the quasi energies as qı. The
gap between the two lowest quasi energy states Dq21 is given by
Dq21 ¼ q2 � q1. Dq21 ¼ 0 corresponds to the exact crossing between
the two lowest quasi energy states which in turn may cause CDT, as
the ground state of the bi-stable potential is supposed to be popu-
lated initially.

2.2. TDFGH method

To further illustrate the complete localization of the wave func-
tion into one of the wells, we have numerically computed the
dynamics of hxðtÞi with the optimized data sets by using Time
dependent Fourier Grid Hamiltonian (TDFGH) method [31,32] on
a suitably discretized uniform co-ordinate grid. Using the orthon-
ormalization condition on the grid

hxpjxqiDx ¼ dpq ð13Þ

the unperturbed ith eigenstate at t = 0 is represented on the grid as
follows:

/0
aðx;0Þi ¼

X

p

wpað0ÞjxpiDx ð14Þ

When the perturbation is switched on, the wavefunction at t
> 0 is represented on the same grid by making the grid point
amplitudes time- dependent:

j/0
aðx; tÞi ¼

X

p

wpaðtÞjxpiDx ð15Þ

The time dependent amplitude wpðtÞ is obtained by solving the
evolution equation as follows:

_wp ¼
1
�h

X

i

hxpjH0jxii þ hxpjV 0ðx; tÞjxii
� �

wiðtÞ ð16Þ

These sets of coupled differential equations can be numerically
computed once the values of wp (t = 0) are provided. The matrix
element of H0 and V 0 on the right hand side can be evaluated by
invoking FGH [33] representation

hxijH0jxji ¼
1
Dx

Xn

l¼�n

exp ð2pilði�jÞÞ
n

N

 !
Tl þ VðxiÞdðxi � xjÞ ð17Þ

where Tl ¼ �h2

2m ðlDkÞ2; Dk ¼ 2p
nDx ; 2n ¼ N. The particle is initially

localised in the right well. Localised states (wL or wR) can be ob-
tained by taking linear combination of the two lowest energy eigen
states of even (w0þ ) and odd parity (w0� ).

wR ¼
1ffiffiffi
2
p ðw0þ þ w0� Þ ð18Þ

and

wL ¼
1ffiffiffi
2
p ðw0þ � w0� Þ ð19Þ

wL and wR denote the states localised in the left and right well
respectively. To follow the quantum dynamics of the system, we
have computed the quantities hxðtÞi and hpxðtÞi as

hxðtÞi ¼
X

p

ðwpaðtÞÞ2xp ð20Þ

hpðtÞi ¼
X

p:q

wpa:wqa:Kp:q ð21Þ

Where
Kp;q ¼ hxpjKjxqi ð22Þ

i.e,

Kp;q ¼
1
Dx

XN

l¼1

2i sinðl2pðp� qÞ=NÞ
N

Pl ð23Þ

where, the momentum operator Pl ¼ i�hlDk

2.3. The Simulated Annealing method used for optimization

Our target here is to cast the problem as one of optimization,
such that we can solve it with the help of stochastic global opti-
mizer, in our case the Simulated Annealing (SA) method [34,35]
is used. One could well have used standard deterministic methods
Newton Raphson and others, but the attainment of the best possi-
ble (global) solution can only be unequivocally guaranteed by
using a stochastic one. Simulated Annealing is one of the many sto-
chastic search method in common use. It is simple, easy to under-
stand intuitively but at the same time a very potent technique.

The main objective in our study is to minimize the energy dif-
ference between the two lowest quasi energy states. The cost func-
tional for this technique is defined as

F ¼ jq2 � q1j ð24Þ

where q1 and q2 are the energies of the first two quasi energy states.
Simulated Annealing mimics the physical process of metallurgi-

cal annealing. Like physical annealing a temperature is defined
which is set to a high value at the start of the simulation and then
gradually decreases the temperature to a very minimal value. This
is known as ‘annealing temperature’ (Tat) and the routine of lower-
ing the temperature known as ‘annealing schedule’. The annealing
temperature has no relation with the system temperature, as it is
only the algorithmic parameter by which the extent of search over
the solution space is guided. At high Tat an increasing amount of
the search space is sampled. Gradually, with the lowering of tem-
perature, the sampling space is reduced and finally the process be-
comes directed towards the optimum solution. If the surface is
rugged, there is always a finite probability of being trapped in a lo-
cal minimum. To escape such local basins, occasionally one needs
to accept moves in which the cost function increases, while the
eventual goal remains to reduce the cost to zero. This strategy is
implemented in SA by controlling the thermal fluctuation, which
is induced by the annealing temperature Tat . The thermal fluctua-
tion is used to cross the energy barrier separating one minimum
from the other. This is technically included by the Metropolis Test.
The probability of accepting a move in Metropolis test is

P ¼ expð�DF=TatÞ ð25Þ

where DF is the difference in cost of the two successive moves or
the change in the cost functional. P can be between 0 and 1. A ran-
dom number between 0 and 1 is drawn, and if P is greater than this
random number, the move is accepted. At higher Tat , P will be close
to 1 and more moves will pass the Metropolis test. The physical
meaning is that at higher simulation temperature, due to strong
thermal fluctuations, a greater length of search space is sampled
and nearly all moves become accepted. As the simulation proceeds,
Tat is gradually decreased. At low Tat , less moves pass the Metrop-
olis test and only those moves for which the cost function predom-
inantly decreases are accepted. In the limit Tat ! 0, the correct
solution or the global minimum is obtained. SA is being used as
an efficient optimization tool in several physical problems e.g.
searching global geometry of atomic and molecular clusters [36],
finding out the Minimum Energy Path (MEP) for cluster transforma-
tions on going from one stable geometry to another through a
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Fig. 1. Symmetric double well with the underbarrier states.

Table 1
Energy difference between the lowest quasi energy states of symmetric double well
potential with different type of perturbations.

Type of field Dq12

Without field 2.779E-005
Monochromnatic (spatial symmetry breaking perturbation) 3.309E�005
Monochromnatic (spatial symmetry preserving perturbation) 3.070E�005
unoptimized Bichromatic (spatial symmetry breaking

perturbation)
1.187E�006

unoptimized Bichromatic (spatial symmetry preserving
perturbation)

3.051E�005

unoptimized polychromatic field (spatial symmetry breaking
perturbation)

1.88E�004

unoptimized polychromatic field (spatial symmetry preserving
perturbation)

8.64E�006

optimized Bichromatic (spatial symmetry breaking
perturbation)

5.497E�007

optimized Bichromatic (spatial symmetry preserving
perturbation)

1.040E�007

optimized polychromatic field (spatial symmetry breaking
perturbation)

7.709E�008

optimized polychromatic field (spatial symmetry preserving
perturbation)

2.611E�008
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saddle point [37], in basis set optimization [38,39], in biological
problems like DNA breathing dynamics etc. [40].
3. Results and discussion

Fig. 1 describes the symmetric double well and its two pairs of
underbarrier sates. The barrier is at x ¼ 0 and the two minima are
located at �0.65 atomic unit and 0.65 atomic unit. The floquet ma-
trix is generated by taking the lowest 25 states of the unperturbed
symmetric double well system (Nstate = 25) and 31 numbers of
Fourier components (Nfc = 31). Nstate and Nfc are chosen in such
a way that further increase in Nstate and Nfc does not change
the quasi energies of the system. DE12 (the energy gap between
two lowest states of the H0) is 2:78� 10�5 atomic unit. Application
of an external field may increase or decrease DE12 depending on the
spatial and temporal nature of the field and consequently tunnel-
ing rate increases and decreases respectively. For example, if we
choose a monochromatic field with frequency x of the order of
10�5 atomic unit we observe an increase in the Dq12

(Dq12 ¼ 3:31� 10�5 atomic unit for spatial symmetry preserving
and Dq12 ¼ 3:07� 10�5 atomic unit for symmetry breaking mono-
chromatic perturbation). By use of a bichromatic field, Dq12 is ob-
served to decrease by a factor of 10 but still exact crossing
between the two lowest energy Floquet states are not achieved
by a general bichromatic field. We have designed a six-frequency
polychromatic field which leads to an almost exact crossing of
the two lowest energy Floquet states with (Dq12 ¼ 7:7� 10�8

atomic unit for spatial symmetry breaking perturbation and
Dq12 ¼ 2:6� 10�8 atomic unit for symmetry preserving perturba-
tion). In Table 1 we have presented the comparative study of
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Fig. 2. (a) Evolution profile of quasi-energies of the two lowest Floquet states and (b) Co
spatial symmetry breaking perturbation.
Dq12 for different spatial and temporal nature of perturbation,
and we clearly observe the abrupt decrease of Dq12 with our opti-
mised polychromatic fields. We have also designed an optimised
bichromatic field both for symmetry preserving and symmetry
breaking perturbations and obtained Dq12 ¼ 1:04� 10�7 and
Dq12 ¼ 5:49� 10�7 respectively. It is clear that with increasing
the number of frequency components in the perturbation we can
increase the efficiency of the field in terms of getting lower Dq12.
Table 1 gives us a clear conclusion that without optimisation we
can not lower Dq12 to such an extent that would lead to CDT. It
can be stated that with lowering of Dq12 the transition rate from
wR ! wL decreases according to Fermi Golden rule which predicts
that transition rate will be proportional to ðDq12

2 Þ
2

[41]. The evolu-
tion profile of quasi-energies of the two lowest Floquet states with
the number of generation,for spatial symmetry breaking perturba-
tion, is shown in Fig. 2(a) and (b) represents the corresponding cost
profile of SA. The similar profiles are given for spatial symmetry
preserving perturbation in Fig. 3. Table 2 presents the optimized
data sets of polychromatic fields to achieve the aforementioned
minimum energy differences both for symmetry breaking and
symmetry preserving perturbations.

We have also computed the dynamics of a particle confined in
one of the wells of the bistable potential using TDFGH method dri-
ven by the optimally designed polychromatic field. In our attempt
at solving the Time dependent Schrodinger Equation the grid
length used is 20 a.u and the number of points used to describe
the system on the grid being 131. The form of the FGH formulation
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Fig. 3. (a) Evolution profile of quasi-energies of the two lowest Floquet states and (b) Cost function (in log scale) with the number of generation of Simulated Annealing for
spatial symmetry preserving perturbation.

Table 2
optimized parameter sets for polychromatic perturbation.

Nature of the field Frequency
ratio

�

Spatial symmetry breaking perturbation �1 2.050E�4
�2 5.251E�5

4:8:14:15:26:5 �3 1.387E�4
�4 1.195E�4
�5 2.000E�4
�6 2.040E�4

Spatial symmetry preserving
perturbation

�1 1.570E�3
�2 1.945E�3

3:4:21:6:20:8 �3 1.512E�4
�4 1.495E�3
�5 2.829E�4
�6 4.050E�3
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Fig. 5. Computed hxðtÞi vs time in presence of monochromatic (Red line),
Bichromatic (Green line) and Polychromatic (Blue line) spatial symmetry preserving
perturbation. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

S. Ghosh et al. / Chemical Physics 425 (2013) 73–79 77
which has been used for the present work demands the use of odd
number of points. The initial wave function is localized in the right
well as wR ¼ 1ffiffi

2
p ðw0þ þ w0� Þ. In absence of field, the particle tunnels

from left well to right well so that hxðtÞi ranges from þa to �a
(a � 0:65 a.u for this particular case). Even in presence of a mono-
chromatic field for both symmetry preserving or symmetry break-
ing perturbation the nature of the overall dynamics does not
change much (red lines in Figs. 4 and 5). An unoptimised bichro-
matic field also fails to destroy the tunneling in the bistable poten-
tial, as a result hxðtÞi oscillates from right to left well in a regular
pattern (green lines in Figs. 4 and 5). For the optimized data sets
of the polychromatic field, we obtain the hxðtÞi ranging from þa
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Fig. 4. Computed hxðtÞi vs time in presence of monochromatic (Red line),
Bichromatic (Green line) and Polychromatic (Blue line) spatial symmetry breaking
perturbation. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
to 0, which means the particle does not tunnel into the left well
(Blue line in Figs. 4 and 5). For convenience we have drawn the
x ¼ 0 line, which clearly shows that the blue lines in Figs. 4 and
5 do not cross the hxðtÞi ¼ 0, where the red and green lines move
back and forth with respect to hxðtÞi ¼ 0 line. We have also pre-
sented the ‘‘quantum phase space’’ which is characterized by plot-
ting hxðtÞi against hpxðtÞi over regular intervals of time. For the
unperturbed bistable potential ‘‘quantum phase space’’ is symmet-
ric both around hxðtÞi ¼ 0 and hpxðtÞi ¼ 0 lines. With a monochro-
matic symmetry breaking perturbation and monchromatic
symmetry preserving perturbation (Figs. 6(a) and 7(a)) the same
symmetry around hxðtÞi ¼ 0 and hpxðtÞi ¼ 0 lines are still main-
tained. For our optimally designed polychromatic fields the sym-
metry of the ‘‘quantum phase space’’ pictures around hxðtÞi ¼ 0
line are lost and localisation in the right side of the hxðtÞi is ob-
served (Figs. 6(c) and 7(c)). However the symmetry around
hpxðtÞi ¼ 0 is still maintained for our optimally designed fields.
Figs. 6(b) and 7(b) presents the ‘‘quantum phase space’’ picture
for the unoptimised bichromatic fields for symmetry breaking
and symmetry preserving respectively. Fig. 6(b) shows the similar
trend as is shown in Fig. 6(a) (the corresponding monochromatic
one). The picture of ‘‘quantum phase space’’ in Fig. 7(b) is not sym-
metric with respect to hxðtÞi ¼ 0, but still the probability of having
hxðtÞi < 0 is not negligible. It can be concluded that with increase in
number of components, the quantum phase space picture shows a
tendency to get localised in coordinate space but without a prop-
erly optimised perturbation it is not possible to have CDT, in
general.
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4. Conclusion

From the above discussion it is clear that depending on the spa-
tial and temporal nature of a time periodic field, tunneling rate can
be enhanced or tunneling rate can also be completely suppressed.
Our target has been to design such an external field which can
completely localize a particle in one of the wells of a symmetric
double well potential. By simulated annealing technique we have
designed such a field which minimizes the difference between
the quasi-energies of the two lowest states so that they have an ex-
act crossing among them and with these optimized parameter val-
ues we have obtained the dynamics of the system which clearly
shows complete localization of the particle in one of the wells.
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ABSTRACT
A theoretical investigation of selective bond dissociation of O–H or O–D bond of HOD molecule is
carried out by optimally designed electromagnetic field where optimisation is performed by Genetic
Algorithm (GA). Two strategies depending upon the objective function and variable space for optimi-
sation have been followed to achieve selective photodissociation. In Strategy I flux along a particular
channel (JH+O−D/JD+O−H) in the repulsive excited state of HOD is considered in defining the objec-
tive function with a polychromatic IR pulse of eight components and a UV radiation of two compo-
nents beingoptimally foundout byGA. Thepolychromatic IR pulse distributes thepopulation among
the low quanta vibrational states of O–H or O–D stretching mode in ground electronic state and the
subsequent UV pulse transfers the population to the excited state where photodissociation occurs.
According to the direction of population along O–H or O–D stretch in ground electronic state, fluxes
in the channels may be expected. We have obtained a maximum value of 92.38% and 74.12% along
JH+O−D and JD+O−H channels, respectively. The Strategy II is the conventional strategyof selective vibra-
tional excitation followed by population transfer to excited state by single UV pulse. In this case, the
polychromatic IR fields are optimised by GA to achieve selective vibrational excitation on |1, 0〉, |2,
0〉, |0, 1〉 and |0, 2〉 states and the matching single UV pulse is fired for electronic excitation. The first
two states correspond to the O–H stretch and population transfer from these states to excited state
result in predominant flux along H+O–D channel and similar scheme from the last two states result
in D+O–H dissociation as they are effectively of O–D character. The best values of JH+O−D and JD+O−H
are 86.91% and 65.94% obtained by using Strategy II.

1. Introduction

Selective photodissociation of HOD molecule is a
problem of interest for both experimentalists and theo-
reticians for decades. Literature has been enriched with
several interesting and noteworthy works on photodisso-
ciation of HOD [1–21]. However, both theoretical as well

CONTACT Satrajit Adhikari pcsa@iacs.res.in
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as experimental works suggest that the O–H bond break-
ing is more feasible and selective over O–D dissociation
[4,11,17–21].

Photodissociation of HOD happens in the first excited
electronic state as the state is totally repulsive in nature,
only having a potential barrier which effectively segre-
gates the two channels, H+O–D and D+O–H [22,23].
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Population transfer from ground electronic state to either
region of this repulsive excited state leads to molecular
dissociation to the corresponding channel. The poten-
tial barrier restricts the crossing of population from
one channel to another. It is necessary to predirect
the system along a particular channel (along which
the dissociation is desired) in the ground electronic
state before transferring the population to the repulsive
state.

The low quanta vibrational modes of O–H and O–D
are practically decoupled in the ground electronic state
[9,11,19–21]. To get selective dissociation one has to
make the system initially vibrationally excited along a
desired mode. For O–H mode, the electronic excitation
from one quanta vibrational excited state of ground elec-
tronic state gives effective selective dissociation, but this
is not the case for O–Dmode. Significant flux is observed
in the H+O–D channel if population is transferred from
single quanta vibrationalmode ofO–Hbond. Preferential
dissociation of O–D bond is reported to be observed by
electronic excitation from higher quanta vibrational state
along O–D mode, both in experimental and theoretical
works [5,7].

Now it is clear that we need a two-tier strategy to
selectively cleave a bond in HOD. Optimal IR laser pulse
is needed for selective vibrational excitation along O–
H or O–D stretching mode and then the application of
UV pulse causes population transfer to the excited elec-
tronic state followed by splitting of H or D atom as the
case might be. Generally, a single resonating frequency
UV field is sufficient for the whole population though a
combination of UV pulses might also work; however, for
selective vibrational excitation optimally designed poly-
chromatic IR pulse is a necessity.

The area of research of doing control of chemical event
by radiative perturbation is commonly termed as opti-
mal control theory (OCT) [24–36]. Different methods
have been reported to obtain radiative field parameters to
achieve desired goal. Most algorithms follow determin-
istic pathway to optimise the field parameters. However,
the use of stochastic optimisers is also not unusual [37–
42]. The effectivity of stochastic optimiser over a deter-
ministic algorithm lies in its nature of optimising search
direction and inherent quality to overcome potential bar-
rier and thus it generally does not get stuck in local basins
and can reach to the global solution unequivocally. Our
group has demonstrated the successful use of stochastic
optimiser, Simulated Annealing (SA) [43,44] in getting
selective bond dissociation [39,42] and controlling tun-
nelling rate [40,41]. In the present communication, we
want to test the potency of another stochastic optimiser,
GA [45,46] to achieve selective bond cleaving of HOD
molecule.

In our previous attempt for selective photodissociation
study for HOD [39], we have optimised (by SA) the poly-
chromatic IR pulse having eight components in order to
selectively transfer the population to the desired vibra-
tional state. Electronic excitation from both one and two
quanta vibrational states alongO–Hmode results in com-
plete transfer of population into the flux along H+O–
D channel. However, only population transfer from two
quanta excitation along O–Dmode gives complete trans-
fer of flux in D+O–H channel, whereas crossing of pop-
ulation occurs if one excites from one quanta vibration
along O–D mode. Transferring population into higher
quanta vibrational states generally requires higher energy
and excitation from the single quanta state would be a
compromise on selectivity. Thus one should balance these
two factors in order to get increased flux along a particu-
lar channel along with selectivity. In this work, we want to
distribute the population among low quanta vibrational
states for a particular stretching and then incident a com-
bination of UV laser pulses to achieve selective disso-
ciation. For this purpose, we have to optimise both IR
and UV pulses. The new strategy does not excite specific
vibrational mode by optimal IR pulse to get selectivity
and thereby, expected to be more robust where bonds are
even strongly coupled. We also perform the study in the
conventional way, i.e. by doing selective vibrational state
excitation followed by electronic excitation and compare
the results with our new strategy. We get significantly
improved flux along D+O–H channel by applying both
optimised polychromatic IR and UV pulses, where as
both the approaches perform equally well for the other
channel (H+O–D).

The paper is arranged in the following way. In
Section 2, we would like to discuss the nature of the sys-
tem and how the dynamics has been carried out including
the process of pulse optimisation using GA. The next sec-
tion contains the analysis of results obtained followed by
concluding remarks.

2. Methodology

2.1. System and dynamics

A two-statemodel, consisting of ground and totally repul-
sive excited electronic states, is considered for selective
bond cleaving of HOD. The time evolution of the system,
i.e. time-dependent Schrödinger equation can be written
as

i�
∂

∂t

(
�g
�e

)
=

(
Ĥg + Ĥir(t ) Ĥuv (t )

Ĥuv (t ) Ĥe

)(
�g
�e

)
(2.1)
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�g and �e are the nuclear wave functions for the ground
and excited electronic states, respectively. We neglect the
bending motion of HOD and the system then reduces to
a two-dimensional problem [11,17,47]. � j (j = g, e) can
be expressed as � j(r1, r2, t), where r1 represents the O–H
stretch and r2 is for O–D stretch. The �HOD (θ) is kept
fixed at 104.520. The concept of working with a Hamil-
tonian neglecting bending motions has been used ear-
lier also. The rationale behind this is the wide difference
in frequencies of the stretching and the bending modes.
It can be said with a degree of certainty that while the
stretching modes are getting excited with light of a cer-
tain frequency, the bending modes will not be affected as
the conditions are far from the resonance condition for
inducing significant bending motion.

Now the Hamiltonian for ground electronic state (Ĥg)
and excited state (Ĥe) can be written as the sum of kinetic
energy operator (T̂ ) and potential energy operator (V̂g or
V̂e):

Ĥg = T̂ + V̂g,

Ĥe = T̂ + V̂e. (2.2)

If p1 and p2 are the conjugatemomenta alongO–H and
O–D stretches, the expression of T̂ would be

T̂ = p̂21
2μ1

+ p̂22
2μ2

+ p̂1 p̂2
mO

cos θ, (2.3)

where

p̂ j = �

i
∂

∂r j
, j = 1, 2,

μ1 = mHmO

(mH + mO)
,

μ2 = mOmD

(mO + mD)
,

with mO, mH and mD are the masses of O, H and D,
respectively.

Well-defined potential functions exist both for the
ground and excited states of HOD molecule. The O–H
and O–D vibrations are expressed by Morse potentials
and a coupling between two Morse is there, whereas the
potential surface of repulsive excited state is obtained
by fitting ab initio data. The detailed discussion of the
potential surfaces and the parameters is given elsewhere
[19,39,48–50].

The dynamics is started from the ground vibrational
state. The vibrational states are obtained by solving
time-independent Schrödinger equation for ground elec-
tronic state Hamiltonian (Ĥg) using two-dimensional
Fourier gridHamiltonianmethod. The vibrational state is

denoted as |n1, n2〉, where n1 and n2 represent the quan-
tum numbers for O–H and O–D stretches, respectively.
At t = 0,

�g = |0, 0 >

�e = 0 (2.4)

In Equation (2.1), the Ĥir and Ĥuv account to the inter-
action with IR laser pulse and UV pulse, respectively:

Ĥir(t ) = −�μg(r1, r2) · �Sir(t ) (2.5)

�μg(r1, r2) is the electric dipole moment in ground elec-
tronic state where r1 and r2 represent the bond length
along O–H and O–D directions and �Sir(t ) denotes the
electric field vector corresponding to IR pulse. As we have
used polychromatic laser pulse for the study, Equation
(2.5) takes the following form:

Ĥir(t ) = −�μg(r1, r2) ·
∑
i

�Siri (t ) (2.6)

Siri (t ) depends on the maximum amplitude (Eir
0,i), fre-

quencyωir
i and shape of the laser pulse (ai(t)ir). The com-

plete form of Ĥir(t ) will be

Ĥir(t ) = −μg(r1, r2)
∑
i

ciri E
ir
0,ia

ir
i (t ) cosωir

i t, (2.7)

where
∑
i

(ciri )2 = 1. (2.8)

Here ciri is the associated coefficient of each of the com-
ponents of the polychromatic field with the condition
mentioned in Equation (2.8). The shape of the laser is
considered as a simple formofGaussian function for each
of the components of the field:

airi (t ) =
(
8γ ir

i t2l
π

)1/4

exp[−γ ir
i (t − t ir)2]. (2.9)

In Equation (2.9), tl indicates the length of time the
pulses being switched on and tir is the peak time of the
pulses. γ ir

i is the parameter bywhich the full width at half-
maximum (FWHM) of the individual Gaussian pulse can
be expressed as

FWHM =
√
4 ln 2

γ
. (2.10)

The Ĥuv can similarly be written as ĤIR:

Ĥuv (t ) = −μge(r1, r2)
∑
i

cuvi Euv
0,ia

uv
i (t ) cosωuv

i t. (2.11)
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The ‘�’ denotes the use of polychromatic UV pulse.
The terms imply in a similarway as explained for IR pulse.
The form of auvi (t ) is

auvi (t ) = exp[−γ uv
i (t − tuv )2]. (2.12)

The process is started according to Equation (2.4),
where the whole population is situated in the lowest
vibrational state of ground electronic state. Polychromatic
IR pulse is then switched on which is designed to get its
maximum potency at the time of 100 fs, i.e. tir = 100 fs.
The IR pulse transfers the population to the higher vibra-
tional states. According to the nature of the fields, the
modes along O–H stretch or O–D stretch are populated.
Tl is set as 250 fs. At 250 fs, the IR pulse is turned
down andUV fields are started to play. Transition of pop-
ulation from ground electronic state to excited totally
repulsive electronic state occurs. The molecule then
dissociates in this state. With respect to the direction
of population along O–H or O–D mode, the flux along
H+O–D or D+O–H channel is expected. UV light max-
imises at 350 fs and die down according to the shape
function. We have followed the dynamics up to 500 fs.
Equation (2.1) is the fundamental working equation and
it has to be solved for every time to get the time profile
of the system. Fast Fourier transform [51] technique is
used to evaluate the kinetic energy operator and Lanczos
scheme [52] is employed as a propagator.

2.2. Pulse optimisation

The time-integrated flux can be written as [39,42]

JH+O−D =
∫ rd2

0

∫ T

0
�∗(r1, r2, t )

×
(
ĵ1 + μ2cos θ

mo
ĵ2
)

�(r1, r2, t )dr2dt,

(2.13)

and JD+O−H =
∫ rd1

0

∫ T

0
�∗(r1, r2, t )

×
(
ĵ2 + μ1cos θ

mo
ĵ1
)

�(r1, r2, t )dr1dt.

(2.14)

where

ĵi = 1
2μi

[ p̂iδ(ri − rdi ) + δ(ri − rdi ) p̂i], (2.15)

In Equation (2.15), rdi represents the grid point in the
asymptotic region for the ith channel.

The objective of the work is to increase the flux along
desired channel (H+O–D or D+O–H) as well as reduce
the flux in other channel to get selectivity. The goal may
be achieved by designing proper electromagnetic field of
radiation. The problem is now cast as a problem of opti-
misation and we need to define the objective function,
which directs the search, and the variable space, which
is to be optimised to get the objective. First, we define the
objective function

Obj = α|1 − Ji| + β
Jk
Ji

(2.16)

If i = H+O-D, k = D+O-H and vice versa,α andβ are
the scalar parameters and can be manipulated manually.
The first term takes care of the gain in flux along the chan-
nel wewant and the second term accounts for the selectiv-
ity, as it will beminimum if the Jk will be zero. As themax-
imum value of the total time-integrated flux is 1, the value
of ‘Obj’ will be the lowest (effectively zero) if Ji reaches to
1 and it also guarantees the flux along other channel to
be 0. Following this objective function, the optimisation
is named as strategy I.

Both IR and UV pulses are optimised in order to
achieve the objective. Thus the variable space con-
tains both IR and UV field parameters and it is
represented as {Siri (ciri ,Eir

0,i, FWHMir
i , ω

ir
i ), i = 1, 8} and

{Suvi (cuvi ,Euv
0,i, FWHMuv

i , ωuv
i ), i = 1, 2} for IR and UV

fields, respectively. Instead of doing consecutive optimi-
sation of IR and then UV pulses, all the pulse parame-
ters are subjected to optimisation simultaneously with the
objective function according to Equation (2.16). The idea
behind the strategy is that, the IR pulse distributes the
population to the low quanta vibrational states of desired
direction and thusmore than oneUV light are needed for
complete transfer of the population to the excited state.

The selective vibrational excitation followed by popu-
lation transfer via matching UV has also been performed
(Strategy II) and the results from both the strategies are
compared. For selective vibrational excitation, the objec-
tive function is set as

Obj = |1 − Popi j| (2.17)

where, Popi j = | < ni, nj|�g(t ) > |2 (2.18)

GA [45,46] is employed for pulse optimisation. The
philosophy behind the algorithm is based on the concept
of ‘survival of the fittest’ by Darwin, as nature selects the
best possibility to survive, GA searches for the optimal
solution for a problem. The algorithm is started with an
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arbitrary solution pool. The fitness function for each solu-
tion in the solution pool is designed as

F = exp(−Obj). (2.19)

The value of F would be between 0 and 1. When the
value of Obj is 0, i.e. F is to be 1, it implies the solution to
be the most fit.

3. Results and discussion

Following the objective function demonstrated in Equa-
tion (2.16), we first attempt to get selective dissocia-
tion along H+O–D mode. The Ji in the equation is thus
JH+O−D and Jk = JD+O−H. In doing optimal control, the
generous use of polychromatic field is observed in recent
research over the use of monochromatic ones [37–42,53–
55]. A possible reason may be the breakdown of peri-
odicity in polychromatic field which gives the flexibility
to the system to move in a direction where reinforcing
or suppressing a quantum event occurs. We have taken
a linear combination of eight IR pulses (polychromatic)
instead of single-frequency pulse (monochromatic), with
similar associated coefficients ciri ; however, the constrain
mentioned in Equation (2.8) is maintained. The initial
guess of Eir

0,i, FWHMir
i , ωir

i are chosen according to the
previous works on HOD photodissociation [11,39]. The
ωir
i s are chosen arbitrarily around the value of resonat-

ing frequency of vibrational transition from |0, 0〉 to |1,
0〉 states. The normal femtosecond pulses ranging from
50fs to90 fs are taken as initial FWHMir

i . As Strategy I
is based on the idea to distribute the population over
the vibrational state of predominating O–H/O–D mode,
single UV pulse would not be expected to be sufficient
for population transfer from ground to excited electronic
states. This is the reason why we have chosen a com-
bination pulse of two UV frequencies. The initial guess
for selective dissociation along H+O–D mode optimisa-
tion, these two UV frequencies are taken as the resonat-
ing frequencies for electronic transition from |1, 0〉 and
|2, 0〉 vibrational states of ground electronic state. The
other parameters of UV pulses, i.e. cuvi , Euv

0,i , FWHMuv
i ,

are of the same value for both the components at the
stage of initialisation of the optimisation. The initial guess
solutions are then subjected to the GA optimisation and
GA, and then sample the parameter space to select the
optimal IR and UV pulses which results in a high and
selective population along H+O–D channel on appli-
cation. The evolution of the fitness function with GA
step is presented in Figure 1(a) and the pictorial repre-
sentation of the IR pulses is given in Figure 1(b). The
initial and optimised pulse parameters for both the IR

Table . The initial and optimised population at different vibra-
tional levels (after completion of IR pulse) and final fluxes at
excited state (after completion of IR+UV pulses) for optimisation
performed followed by Strategy I using IR polychromatic pulse of
eight components.

Optimising Pulse Population at
the channel type vibrational state JH+ O–D JD+ O–H

H+O–D in |, 〉 .% .% .%
|, 〉 .%

opt |, 〉 .% .% .%
|, 〉 .%

D+O–H in |, 〉 .% .% .%
|, 〉 .%
|, 〉 .%

opt |, 〉 .% .% .%
|, 〉 .%
|, 〉 .%

and UV fields are tabulated in supplementary informa-
tion. We now plot the dynamical profile of the system on
the application of the optimised field as well as the ini-
tial field in Figure 1(c,d). Figure 1(c) depicts the picture
of population distribution over different vibration levels
of ground electronic state after applying IR frequencies.
As the optimisation is performed with the goal of get-
ting maximum flux along H+O–D channel, the popula-
tion gets distributed among the low quanta vibrational
state of predominant O–H character, |1, 0〉 and |2, 0〉,
on application of the optimised pulse. Optimised pulse
results in population of 69.79% at |1, 0〉 and 29.62% at
|2, 0〉 state at time 250 fs, while the application of ini-
tial pulse gives 16.90% and 6.33% population on |1, 0〉
and |1, 0〉, respectively. The flux along both of the chan-
nel on repulsive excited state as well as ground state are
plotted in Figure 1(d) for initial and optimised IR+UV
pulses. We get JH+O−D for optimised pulse is about 92.4%
while the flux for initial guess pulse is only 40.24%
(Table 1). The flux along another channel, i.e. JD + O-H,
is of 13.67% and 5.92%, respectively, for initial and opti-
mised pulses. We have presented the contours of pop-
ulation obtained by applying both initial and optimised
pulses in Figure 2. Figure 2(a,b) represents the snapshots
of contours in ground electronic level at 175 fs for the
initial and optimised fields, respectively. 175 fs is a time
when the IR frequencies practically die off andUV field is
not switched on. Contours of population at excited elec-
tronic state, after completion of both IR and UV pulses
(at 325 fs), are plotted in Figure 2(c,d) for initial and opti-
mised pulse parameters.

To get selective photodissociation along D+O–H
channel, we start optimisation in a similar manner as
done for the case of flux optimisation along H+O–D
channel. A linear combination of eight IR components
are chosen arbitrarily within a range of fundamental fre-
quency along O–D mode. The initial UV frequencies
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Figure . (Colour online) The plots are obtained while optimising the JH+ O–D (following Strategy I). GS and ES denote populations in
ground and excited electronic states, respectively. (a) The fitness function vs. GA step. (b) Pictorial representation of IR pulses both for
initial (red) and optimised (green) one. (c) Population at different vibrational levels of ground electronic state while applying IR pulse. The
solid line denotes the initial state and dashed line is for optimised state. (d) Overall population in ground (red line) and excited (green line)
electronic states and fluxes along JH+ O–D (blue line) and JH+ O–D (magenta line) for both ground and excited states on the application of
initial (solid line) and optimised (dashed line) IR+UV pulses.

are taken equal to the matching frequencies to excited
electronic state from the |0, 1〉 and |0, 2〉 vibrational
states of ground electronic state. The objective function
in Equation (2.16) is used with Ji = JD+O−H and Jk =
JH+O−D. The fitness profile and the pulse shapes (both
initial and optimised) are portrayed in Figure 3(a,b). We
have plotted the population vs. time profile for vibrational
states in ground electronic state in Figure 3(c), likewise
Figure 1(c). Here we found the majority of the popula-
tion more or less equally distributed among |0, 2〉 and
|0, 3〉 states and a significant population is also there in
|0, 1〉 state. The population obtained at 250 fs for opti-
mised field is 11.6%, 41.8% and 35.6% for |0, 1〉, |0, 2〉
and |0, 3〉 states, respectively. If we follow the time pro-
file (Figure 3(d)) of the flux in excited state after applying
both IR and UV frequencies, we will see that JD+O−H =
74.1% and JH+O−D = 20.8% for optimised pulses, where

initial pulses result 25.2% and 67.0% along D+O–H
channel and H+O–D channel, respectively. The details
of results of the fluxes along both the channels as well as
the populations on different vibrational states of ground
electronic state, for initial and optimised pulses are tab-
ulated in Table 1 and the pulse parameters are given in
supplementary information. The contoural evolution also
justifies the results in Table 1. From Figure 4, it is clear
that the population in ground electronic is directed pre-
dominantly along r2 bond for the optimised pulse (see
figures for 175 fs) making the O–D bond dissociation
more feasible while transfer to the excited state, where as
the initial pulse cannot produce any significant likelihood
towards any mode. The characteristic of these contour
sustained in the contoural evolution after addressing both
optimised pulses, i.e. IR and UV pulses. The snapshots at
325 fs (Figure 4(d)) for optimised pulse show principal
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Figure . Snapshot of contours of population while optimising the JH+ O–D (a) at  fs in ground electronic state for initial pulse; (b) at 
fs in ground electronic state for optimised pulse; (c) at  fs in repulsive excited electronic state for initial pulse; (d) at  fs in repulsive
excited electronic state for optimised pulse.

amount of flux alongD+O–Hchannel; however, the plots
for initial pulse in Figure 4(c) present reverse picture, i.e.
JH+O−D > JD+O−H.

We have also performed the optimisation to get the
selective vibrational excitation as was done in our pre-
vious work for selective photodissociation of HOD by
using SA as optimiser [39]. According to the nature
of vibrational state, i.e. whether it corresponds to O–H
stretch or O–D stretch, the selective dissociation may be
achieved by population transfer from the selectively pop-
ulated vibrational state to the repulsive excited state by
single-matching UV frequency. The low quanta vibra-
tional excited states are chosen as target state and opti-
misations are conducted with the objective function in
Equation (2.17), i.e. population at ground electronic state
is controlled rather than the flux in excited state. Target
population is achieved for |1, 0〉 and |2, 0〉 to get selective
dissociation alongH+O–D and for the other channel, i.e.
tomaximise JD+O−H, |0, 1〉 and |0, 2〉 vibrational states are
selected. The parameters of initial and optimised pulses
for |1, 0〉, |2, 0〉, |0, 1〉, |0, 2〉 states are given in supplemen-
tary information. The detail results from these optimi-
sations, the population at target states and flux obtained
after completion of the IR+UV pulses along both the
channels are furnished in Table 2 for initial as well as opti-
mised pulses.

Table . The initial and optimised population at target vibrational
levels (after completion of IR pulse), final fluxes (after completion
of IR+UV pulses) for optimisation using Strategy II using IR poly-
chromatic pulse of eight components.

Target Pulse
level type Population JH+ O–D JD+ O–H

|, 〉 in .% .% .%
opt .% .% .%

|, 〉 in .% .% .%
opt .% .% .%

|, 〉 in .% .% .%
opt .% .% .%

|, 〉 in .% .% .%
opt .% .% .%

We obtain 87.9% and 86.8% population at states |1, 0〉
and |2, 0〉, respectively, by applying the optimised IR per-
turbations. The initial pulse cannot transfer the popula-
tion to the higher vibrational states and the whole popu-
lation practically remains in the ground vibrational state.
With the optimised pulses we get selective population
transfer to target states, where only a 7%– 8% popula-
tion remains in the |0, 0〉 state. The JH+O−D obtained by
transferring population to excited electronic state from
respective vibrational states, |1, 0〉 and |2, 0〉, are 84.3%
and 86.9% (see Table 2). From direct flux optimisation we
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Figure . The plots are obtained while optimising the JD+ O–H (following Strategy I). GS and ES denote populations in ground and excited
electronic states, respectively. (a)–(d) depict similarly as in Figure .

get JH+O−D = 92.4%,which is� 5%higher than the fluxes
obtained by Strategy II.

Now we come to the picture of D+O–H channel.
Using Strategy II we get population 79.7% and 66.7% for
target state |0, 1〉 and |0, 2〉 after optimisation. Here also
the initial field cannot transfer population to the target
vibrational excited state for both the cases of optimisa-
tion (see Table 2 ). In the case of |0, 2〉 optimisation, a sig-
nificant amount of populations are there in other vibra-
tional states of O–D mode such as |0, 1〉 (16.67%), |0, 3〉
(14.30%) after completion of the IR field, whereas dur-
ing the other optimisation (i.e. for optimising |0, 1〉 state)
8.65% population is there in |0, 2〉. But when comes the
time of population transfer to excited state, only 56.7%
flux in D+O–H channel is observed though the popu-
lation is 79.7% at state |0, 1〉 and the value of JH+O−D
obtained for that of the pulse is 38.49%. Thus it is not
effective to use Strategy II on |0, 1〉 state to achieve selec-
tive photodissociation along D+O–H channel. However,

applying matching UV frequency from |0, 2〉 with popu-
lation 66.7% results JD+O−H = 65.9% in the excited state.
The overall results using GA study shows that maximum
JD+O−H is achieved by applying Strategy I (74.1%) which
is more than 8% greater than that we have obtained by
applying Strategy II. One of the plausible reasons for the
success of Strategy I over Strategy II is that in Strategy I,
GA is able to induce a frequency chirp which resulted
in greater distribution of population over the bunch of
excited vibrational states.

To make a critical examination of the rationale behind
the choice of taking eight components to design poly-
chromatic field, we have repeated the whole study of
Strategy I and Strategy II with polychromatic field with
four components. The results are summarised in Table 3.
Considering Strategy I, the optimised fluxes obtained for
both the channels, i.e. optimised JH+O−D = 84.13% and
JD+O−H = 64.0% values, are substantially less (around
8% and 10% respectively) than that obtained by using
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Figure . The plots are obtained while optimising the JD+ O–H. (a)–(d) depict similarly as in Figure .

Table . The optimised population at vibrational levels (after com-
pletion of IR pulse) and final fluxes (after completion of IR+UV
pulses) for IR polychromatic field of four components using both
Strategy I and Strategy II.

Strategy I

Optimising Population at JH+ O–D JD+ O–H
the channel vibrational state

H+O–D |, 〉 .% .% .%
|, 〉 .%

D+O–H |, 〉 .% .% .%
|, 〉 .%
|, 〉 .%

Strategy II

Optimising level Population type JH+ O–D JD+ O–H
|, 〉 .% .% .%
|, 〉 .% .% .%
|, 〉 .% .% .%
|, 〉 .% .% .%

optimised polychromatic field of eight components. The
maximum fluxes obtained in H+O-D channel by apply-
ing optimised polychromatic pulse of four components
with Strategy II (85.10%) are comparable with the fluxes
achieved by optimised pulse of eight components, how-
ever optimisation to maximise JD+O−H (54.37%) with
lesser number of frequency components fails to give suf-
ficient flux. In this scenario, we may comment that pulse
with eight components performs in a better way than that
of four-component pulse.

4. Conclusion

We have discussed strategies for obtaining selective dis-
sociation in HOD molecule by designing optimum laser
pulses. The pulse design is carried out by the use of GA, a
well established and potent stochastic optimisation pro-
cedure. The optimisation was affected on both the IR as
well as the UV pulse. The dissociation took place from
the excited electronic state, which is repulsive, by the use
of optimally selected UV pulse. Our study focused on
two different ways to achieve selective control. The first
one (Strategy I) focused on distributing the population in
the ground electronic states among the low quanta vibra-
tional states along the desired mode (O–H or O–D), as
opposed to the other strategy (Strategy II) where the effort
was to maximise the initial population along a particular
excited vibrational state. Our results clearly show that the
first alternative is better and robust with the flux along
H+O–D dissociating channel being 92.38% as opposed
to 86.91% in the second strategy. For D+O–H channel
which is relatively difficult to dissociate, we again find that
the first strategy is overwhelmingly better giving us a flux
of 74.12% as opposed to 65.94% in the second route.

Finally, the point to be emphasised is whether the pro-
posed strategy of distributing populations in a bunch of
vibrational excited states (Strategy I) as opposed to a sin-
gle one (Strategy II) can be a general scheme which one
can follow in a host of molecular systems.We believe that
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though our study is on HOD, it is sufficiently general to
shed light on what should be an ideal general mechanism
for optimal control of bond dissociation dynamics. We,
in one of our earlier communication [42], have worked
on O16O16O18 system which has very strong Intramolec-
ular Vibrational Redistribution (IVR) and selective cleav-
age of bonds is difficult to achieve using light. However, a
strategy of non-specific vibrational excitation in ground
electronic state followed by a UV excitation to the excited
electronic state is able to generate reasonably good flux
along dissociation channels. The success of this strategy
(Strategy I) on these systems gives us confidence to say
that it has mechanistic implications.
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